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A B S T R A C T

With the development of pulsed spallation sources of neutrons in recent years has come the possibility to generate
intense beams of higher energy than possible at reactor sources. This has enabled neutron total scattering methods
to develop significantly for studies across a wide range of application areas. In this article we will review the
background theory for analysis of total scattering in terms of the pair distribution function, we will review modern
facilities and instrumentation, we will describe a range of analysis methods, and finally we will present a number
of examples of recent work that illustrate many of the ideas discussed here.
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1. Introduction

Soon after the discovery of x-rays [1–3], it was demonstrated that
x-rays can be diffracted by crystals [4–7], and that they must therefore
have wave properties. Moreover, it was realised that the diffracted in-
tensity contains information about the positions of atoms inside the
crystals [8,9], and within a remarkably short period of time the scientific
methods of x-ray crystallography were developed [10]. Some years later,
after the discovery of nuclear fission and the subsequent development of
the first nuclear reactors, it was possible to extend the methods of x-ray
crystallography to work with beams of neutrons [11].

Crystallography has a formalism that allows the atomic structure of
crystals to be determined with both high precision and high accuracy,
even for very complicated crystal structures. Thus wemay think we know
where the atoms are located inside a crystal. On the other hand, for
disordered materials – whether fluids, glasses or disordered crystalline
materials – this situation is much less satisfactory. Indeed, for a fluid or
glass the idea of knowing where the atoms are is fanciful. What we need
in this case is not the absolute positions of atoms but the relative posi-
tions of groups of atoms over short length scales. Wewill call this the local
structure. For a disordered crystal, such as one where atoms can hop
between related sites, or where molecules are freely tumbling, or where
there is such high ionic conductivity that it is not reasonable to identify

specific locations to the mobile ions, the concept of local structure is as
important as the overall crystal structure.

The basic theory of the scattering of radiation from disordered atomic
systems, which leads to a mathematical description of the local structure,
was established reasonably soon after the development of the first
formalism of Bragg diffraction [12–14]. However, there were several
problems faced by early experimentalists, not least of which was that
collection of data of sufficient quality to extract quantitative information
is hard to achieve. We will discuss this point in more detail towards the
end of the next section. It was with the developments of the means to
produce beams of (relatively) high-energy neutrons that led to mea-
surements of local structure becoming part of the mainstream scientific
investigation of disordered materials.

The key quantity in the analysis is the pair distribution function (PDF),
which is a one-dimensional function that is based on a histogram of
instantaneous distances between all pairs of atoms. We define this more
precisely in Section 2 – in fact we will see that there is more than one
definition – but the looser understanding of the PDF reflecting the his-
togram of distances is conceptually useful. In particular, the PDF will
have peaks corresponding to first, second, third neighbours etc, and these
contain exact quantitative information about the mean neighbour dis-
tances, numbers of neighbouring atoms, and the amplitude of local
vibrational motion.

In fact, at the time of writing, the international situation for studies of
local structure in disordered materials using PDF methods is very healthy,
with several new facilities becoming available for researchers at both
neutron and synchrotron x-ray sources (see Section 3). For this reason it
was felt opportune to prepare this review with an explicit pedagogical
objective. We will attempt to explain the essential ideas behind the
experimental determination of the PDF, discuss a number of practical
points, and present some illustrative examples. Whilst local scattering
studies using the scattering of radiation are available for both neutrons and
x-rays, wewill focus mostly on neutron scatteringmethods, given the remit
of the journal. It is sufficient to note that there is considerable overlap of
the basic ideas for both neutron and x-ray methods, and we will discuss
how in some cases the two types of radiation can act as complementary
rather than competing methods. Complementary information about local
structure can also be obtained by x-ray absorption methods; we refer to
recent reviews for more information [15].

For more in-depth background information, the reader is recom-
mended to consult the excellent book by Egami and Billinge [16]. We also
recommend two reviews with a historical perspective, by Gelisio &
Scardi [14] and Keen [17]. Some historical background information on
the rise of x-ray PDF methods has recently been provided by Billinge
[18]. Young and Goodwin have also provided a useful review of the

Abbreviations

DES Deep Eutectic Solvent
EPSR Empirical Potential Structure Refinement
HEA High Entropy Alloy
MD Molecular Dynamics
NTE Negative Thermal Expansion
PAF Porous Aromatic Framework
PDF Pair Distribution Function
RMC Reverse Monte Carlo
RUM Rigid Unit Mode
SDF Spatial Distribution Function
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application of PDF methods to problems in materials chemistry [19].
The next section is devoted to the background information. We

recognise that many readers will not want to read about the underpin-
ning formalism, and so we aim to make the presentation of background
theory as light as possible. However, there are a number of important
points that emerge from understanding the background formalism, and
so we will aim to focus our presentation on these. Section 2 also presents
an example of the form of the PDF for a real example, using it to highlight
some important features. We will note that there is more than one way to
present the PDF, and indeed there is more than one nomenclature for
describing the PDF; both have the potential to confuse the new user! In
Section 2 we also discuss some practical issues, and describe ways in
which the PDF can be calculated from a prior model. Section 3 describes
facilities that are available for measurement of the PDF. Due to the scope
of this article, we focus mostly on neutron methods, but we make com-
parison with synchrotron x-ray methods and introduce modern labora-
tory x-ray methods. In Section 4 we briefly describe methods for treating
total scattering data, again with more emphasis on neutron data but
providing information on the essential differences between methods for
treating x-ray and neutron data. Then in Section 5 we describe five
different methods for quantitative analysis of PDF data. Section 6, enti-
tled ‘PDF studies in the 2020s’ is a summary of all this information, but
we give a number of warnings concerning some trends we see developing
as PDF methods become more easily available to the wider scientific
community. In Section 7 we describe a number of different examples of
modern use of neutron PDF methods across a range of science areas.
Finally in Section 8 we make some concluding comments.

2. Background ideas: underpinning theory and practical issues

2.1. Origin of the neutron scattering law: the Debye equation

In this first part we present a semi-classical derivation of the neutron
scattering law for a configuration of atoms, and thereby show how the
pair distribution function can be obtained directly from total scattering
data. In order to make the discussion accessible to the non-expert, we will
take a relatively simplified approach, since our objective is not to give a
comprehensive understanding but instead to provide the key essential
insights.

Our starting point is to consider the scattering of a wave from a pair of
point particles, as illustrated in Fig. 1. An incoming wave of wave vector
ki is incident on the two atoms, and then scattered from both with final
wave vector kf. The scattering from the two distinct point particles with
separation r leads to a relative path difference for the two of
r cos α1� r cos α2¼ (�ki/kiþ kf/kf)⋅r, as defined in Fig. 1. This translates
to a phase difference of Q⋅r, where Q¼ kf� ki, and is called the scattering
vector. This phase difference leads to classic interference effects.

Defining the position of the two point atoms as r1 and r2 respectively,
such that r2¼ r1 þ r, the amplitude of the scattered beam will be

FðQÞ ¼ b1expðiQ � r1Þ þ b2 expðiQ � r2Þ (1)

where b1 and b2 represent the size of scattering from each point atom,
called the scattering length for the case of neutron scattering. An experi-
ment will measure jFðQÞj2, which is given as

jFðQÞj2 ¼ b21 þ b22 þ 2b1b2cosðQ � rÞ (2)

where the first two terms reflect the properties of the two individual
atoms, and the last term reflects the interference of scattering from the
relative positions of the two atoms. Note that in this equation there is no
direct information on the absolute positions of the two atoms, r1 and r2,
only information about their separation r.

This analysis can easily be generalised for a material containing many
atoms, which we denote by subscript j1:

FðQÞ ¼
X
j

bj expðiQ � rjÞ (3)

with overall scattering function

SðQÞ ¼ 1
N
jFðQÞj2 ¼ 1

N

X
jk

bjbk expðiQ � rjkÞ (4)

where rjk¼ rj� rk, and N is the total number of atoms. The factor 1/N
gives a normalisation.

In many cases we do not require – or practically care about – the
relative orientations of Q and the vectors between pairs of atoms, rjk.
Thus it is common to consider the average over all relative orientations of
these two vectors, which is written mathematically as

〈expðiQ � rjkÞ〉 ¼ 1
4π

Z 2π

0
dϕ

Z π

0
expðiQrjk cos θÞ sin θ dθ (5)

where Q ¼ jQj, rjk¼ jrjkj, θ is the polar angle between Q and rjk, and ϕ is
the corresponding azimuthal angle. We substitute x¼ cos θ so that�sin θ
dθ¼ dx. The integration over ϕ is trivial, giving us the simple factor of 2π
which cancels with the spherical volume factor of 1/4π, and thus we have

〈expðiQ � rjkÞ〉 ¼ 1
2

Z þ1

�1
expðiQrjkxÞ dx ¼ sinðQrjkÞ

Qrjk
(6)

Hence we can write the scattering function as

SðQÞ ¼ 1
N

X
j;k

bjbk
sinðQrjkÞ
Qrjk

(7)

This is the famous Debye equation [12,14].

2.2. Introducing the pair distribution function

The Debye equation is of limited practical use when the number of
atoms N is large. In this case we do not want to know about the N2 values
of rjk, but instead we are more interested in the distribution of interatomic
separations. To start we note that equation (7) contains terms where the
two atoms are the same, namely j¼ k, and it is useful to separate these
from the terms with j 6¼ k:

Fig. 1. Scattering of radiation from two atoms separated by vector r. The initial
(incoming) and final (scattered) wave vectors are ki and kf respectively. The two
scalar distances r cos α1 and r cos α2 represent the additional path lengths of two
rays. By vector products these equal�ki ⋅r/ki and �kf ⋅r/kf respectively.

1 We use the symbol FðQÞ in direct analogy to the symbol F(Q) used for the
crystallographic structure factor, which is defined in a similar way. In fact
FðQÞ ¼ 〈FðQÞ〉, where the average is over all unit cells in the crystal.
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SðQÞ ¼ 1
N

X
j

b2j þ
1
N

X
j 6¼k

bjbk
sinðQrjkÞ
Qrjk

(8)

The first term – known as the self-scattering term – contains no infor-
mation about the individual atoms, and it is more useful to represent this
as a sum over atom type rather than over individual atoms. We denote cm
as the fraction of atoms of type m, with

P
mcm¼ 1, so the self-scattering

term can be written as

1
N

X
j

b2j ¼
X
m

cmb2m (9)

The second term in equation (8) can also be represented in terms of
atom types, using the distribution of distances between atoms of two
types. We consider an atom of type m, surrounded by a spherical shell of
radius r and infinitesimal thickness dr. The average number of atoms of
type n lying within this shell can be written as a product of the volume of
this shell, 4πr2, the density of atoms of type n, cnρ (ρ is the total number of
atoms per unit volume) and a factor to account for the correlation be-
tween atomic positions, gmn(r) (this factor has value g¼ 1 for a random
distribution of atoms). Thus the average number of atoms of type n lying
within these spherical shells around atoms of type m is given as
4πr2dr� cnρ� gmn(r). We can therefore replace the summation in equa-
tion (8) by an integral over the distribution function:

1
N

X
j 6¼k

bjbk
sinðQrjkÞ
Qrjk

¼ 4πρ
Z X

m;n

cmcnbmbnr2gmnðrÞ sinðQrÞQr
dr (10)

The function gmn(r) has two limiting properties: gmn(r< rmin)¼ 0 and
gmn(r → ∞)¼ 1. The first reflects the fact that there is a minimum dis-
tance rmin between any pairs of atoms, related to the finite sizes of atoms,
and the second reflects the fact that when the spherical shell has a large
volume it will contain a correspondingly large number of atoms with a
distribution of atom types that is indistinguishable from that given by a
random distribution of atoms.

Reflecting the second of these limits, it is appropriate to rewrite
equation (8) as

SðQÞ ¼
X
m

cmb2m þ iðQÞ þ S0 (11)

where

iðQÞ ¼ 4πρ
Z X

m;n

cmcnbmbnr2ðgmnðrÞ � 1Þ sinðQrÞ
Qr

dr (12)

and

S0 ¼ 4πρ
Z X

m;n

cmcnbmbnr2
sinðQrÞ
Qr

dr (13)

This integral gives a delta function at Q ¼ 0, so that S0 is in practice
impossible to measure.

Equation (12) is the important one containing the information about
the pair distribution function. We can take account of the various factors
by defining

DðrÞ ¼ 4πρr
X
m;n

cmcnbmbnðgmnðrÞ � 1Þ (14)

With this definition we can rearrange equation (12) as

QiðQÞ ¼
Z ∞

0
DðrÞsinðQrÞ dr (15)

This has the reverse transformation:

DðrÞ ¼ 2
π

Z ∞

0
QiðQÞsinðQrÞ dr (16)

D(r) is the fundamental PDF, since it is the Fourier transform of the
experimental scattering data.2

It should be noted that since g(r)¼ 0 for low values of r, the limiting
value of D(r) is�4πρr

P
cmcnbmbn. That is, D(r→ 0)∝� r. The baseline for

D(r) is not an oscillation around D(r)¼ 0 but a line extending downwards
with gradient�4πρ

P
cmcnbmbn. We will illustrate this point in detail next,

where we will show a practical example.

2.3. Example of the PDF from a simple system

Fig. 2 shows an example of a PDF, represented by the function D(r),
measured for the cubic material ScF3 (atomic structure shown in the
figure) for a selection of temperatures using neutron total scattering [20].
The PDF data shown in this figure reveals a number of important features.

The first thing to notice from Fig. 2 is that we show two sources of
data, namely the experimental PDF (black lines), and curves fitted using
the Reverse Monte Carlo method (discussed later in Section 5.4). The
point is that it is possible to build atomic models that can reproduce the
experimental PDF to an extremely high degree, including the variation
with temperature, as seen in Fig. 2, where the temperature range is from
10 to 1100 K.

Second, we note that the data for low temperature shows very sharp
peaks (graphmarked “10 K” in Fig. 2). These peaks correspond to specific
distances between atoms. The first two peaks correspond to the Sc–F and
F–F distances within the ScF6 octahedra, as seen in the top image in
Fig. 2. Other peaks correspond to different interatomic distances. The

Fig. 2. Example of the PDF D(r) for ScF3 (crystal structure shown above)
measured by neutron scattering (black curves) and fitted by RMC analysis (red
curves) [20], shown for a selection of temperatures (below). The dashed red line
associated with the data for 10 K shows the expected baseline for the PDF.

2 It is interesting to note that these equations first appeared in the scientific
literature in a paper of Zernike and Prins in 1927 [13] in the form that is still
used today.
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graph for the lowest temperature in Fig. 2 is annotated with a dashed line
to show the true background level of the PDF, namely where the indi-
vidual pair functions have values g(r)¼ 0 as discussed above. Identifying
this background is necessary in order to be able to identify a maximum in
D(r) as a pure peak instead of a combination of peaks.

This leads to our third point, which is illustrated by considering the
data for higher temperatures in Fig. 2. On heating, atomic motions will
cause broadening of the peaks in the individual g(r) functions, and
eventually this will lead to an overlap of close peaks in the PDF. Consider
the thermal motion indicated by the ellipsoidal representation of atoms
in the crystal structure shown at the top of Fig. 2. The variance in the Sc–F
distance increases slightly with temperature, but because of the signifi-
cant amplitude of transverse motions, the variance in the F–F distances
increases much more rapidly on heating. This can clearly be seen as
broadening of the second peak (F–F) in the PDF at 2.8 Å, in contrast to the
first peak (S–F) at 2 Å. Furthermore, the third (4 Å, corresponding to pairs
of atoms related by a single lattice repeat), fourth (4.5 Å) and fifth (4.9 Å)
peaks are seen as distinct peaks at low temperature, but these are merged
into a single feature at around 4.2 Å at high temperature. Whilst this
feature at high-temperature has a shape suggestive of being a composite
of more than one peak, this cannot be said to be the case for the ‘peak’
just below 6 Å at high temperature. This has no features to suggest that it
is a composite peak, but at low temperature it can be seen to be composed
of two relatively strong peaks and a third weaker peak.

Our fourth point is that it is very important to be able to see, or at least
identify, the baseline in the PDF – the downwards sloping line in D(r) that
is marked as the dashed line in Fig. 2 – at least at low temperatures when
the peaks in the PDF are relatively sharp. If the baseline is not clear, the
implication is that probably most features in the PDF represent broad and
overlapping peaks, rather than individual peaks. The data for low tem-
perature shown in Fig. 2 can only be analysed in terms of individual
peaks up to a distance of 11 Å; at high temperature this distance is as low
as 4 Å. Where the baseline is not clear, interpretation of the features in a
PDF needs to be done with considerable care. And for certain, features in
the PDF where the baseline is not clear should not be interpreted too
easily as representing individual peaks. An example of this danger is seen
at distance of around 14.1 Å in Fig. 2. The data at low temperature show a
peak at this distance, but on heating, as the peaks in the PDF broaden due
to thermal motion, the peak at 14.1 Å contributes to the PDF at a lower
level that the two peaks either side, and appears as a dip in the PDF. That
dip is still a peak in the PDF, but most researchers will naturally consider
the PDF at 14.1 Å tomerely represent a part of the PDF lying between two
peaks at 13.5 and 14.8 Å.

Fifthly, note that the PDF functions in Fig. 2 are plotted all the way
down to zero values of r. We observe that it is common practice to plot
the PDF only down to a value of r that is slightly below the position of the
first peak. On one hand this practice may appear to be maximising the
real estate of the space contained within the axes of the graph, given that
D(r) is not obviously interesting for smaller values of r. However, as
argued by AdrianWright [21], the quality of the PDF for lower values of r
gives an indication of the overall quality of the scattering data, and
particularly whether there are systematic errors of unknown origin.
These may arise from poor choices in the data correction/normalisation
process, inadequate range of Q, inadequate knowledge of the sample
(particularly if there is chemical substitutions), wrong estimates of the
amount of sample seen by the neutron beam, impurities within the
sample that have absorption resonance energies within range of the
useful part of the neutron beam (such as Hf impurities in oxides of Zr),
effects of magnetic scattering that are not taken into account, and inad-
equate corrections for the effects of inelastic processes. Some of these
issues are discussed in an older paper concerning data corrections for ISIS
data [22]. Thus, following Adrian Wright [21], we argue that published
graphs of the PDF should always extend down to r¼ 0.

Our sixth point is that data in Fig. 2 show clearly the two limiting cases,
namely D(r) as r→ 0 and r→∞. By showing both cases, it is clear that the
function being plotted really is D(r), with a linear downward slope in the
first limit and oscillation around zero in the second. We have seen many
cases where the PDF, often calledG(r), is not definedmathematically in the
paper (as if everyone naturally knows what function is being plotted; see
the discussion in Section 2.4), and where the two limiting cases of the
displayed PDF (which are rarely shown down to r¼ 0) do not indicate
which form of the PDF is being displayed. In particular, it often seems that
the r → 0 limiting form of the PDF is so badly damaged through the data
correction procedures that it impossible to tell from the data what is
actually being plotted. This takes us back to the previous point.

2.4. Warning! the scientific community does not have an agreed
nomenclature

Before we go any further, we want to point out that the scientific
community does not agree on how to represent the quantities we have
discussed here. Even the name is not unique, with the term pair distri-
bution function (PDF) superseding the older term radial distribution func-
tion. In our opinion there is no value in attempting to identify separate
subtle differences in meaning between these two terms; they are used
synonymously sufficiently often that there is no point trying to be
pedantic.

Of more importance for any reader of papers reporting studies of pair
distribution functions is that there is more than one nomenclature for the
basic quantities. David Keen [23] has published a very helpful compar-
ison of different nomenclatures. The most important point for readers of
the literature is that what we have called D(r) is often represented by the
symbol G(r).

Whilst it may not matter too much what we call things, it does matter
that researchers understand that different sets of symbols are used for
similar quantities. Briefly we point out that there is a reason why some
workers prefer D(r) over G(r). Let us define some basic pair functions
derived from gmn(r): tmn(r)¼ rgmn(r), and dmnðrÞ ¼ rðgmnðrÞ � 1Þ. Clearly
we can then define

TðrÞ ¼ 4πρ
X
m;n

cmcnbmbntmnðrÞ (17)

and

DðrÞ ¼ 4πρ
X
m;n

cmcnbmbndmnðrÞ (18)

But what should we call this potentially useful function:

4πρ
X
m;n

cmcnbmbngmnðrÞ ? (19)

We would ideally have called this G(r) by analogy; you can immediately
see why we prefer to use D(r) for the PDF represented by equation (18).
We note that this is not an idle question; later we will cite work [24] in
which both functional forms of equations (18) and (19) are used, with the
labels D(r) and G(r) applied respectively, sensibly so.

The function T(r), which we have introduced here, is preferred by
some established workers [21,25,26]. This has the property that at low r
the baseline is zero rather than the downward linear slope of D(r). This
makes fitting a peak-shape function (such as a symmetrical Gaussian) to
the peaks in the PDF rather more natural. At higher values of r, where g(r)
oscillates around unity and D(r) oscillates around zero, T(r) consists of
oscillations round a background that increases linearly with r.

It is also the case that what we have called i(Q) is sometimes called
F(Q). We prefer to avoid using F(Q) because this symbol has a long-
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standing and well-established use as the structure factor in
crystallography.

The other point to be aware of is that sometimes the scattering
functions S(Q) and the PDFs are presented in a way that has some mea-
sure of normalisation, rather than being on the absolute scale set by
equations (14), (16) and (18). Thus, S(Q→∞)¼ 1 using a definition of a
normalised function, but SðQ→ ∞Þ ¼ P

cmb2m in the definition we are
using here (equations (8) and (11)).3

2.5. Some practical issues

The application of the key equations (15) and (16) is less straight-
forward than appears at first sight, because in practice it is not easy to
fulfil the condition of integrating between the limits of zero to infinity.
The most pressing question is that of how close to infinity is necessary to
get a good transformation. The common answer to this question – that in
practice the ideal case is Qmax > 20 Å�1

– meant that most studies of the
PDF of disordered materials with x-rays were initially limited to a few
demonstrations. It was with the advent of sources of higher energy
neutrons, obtained using hot moderators in the cores of nuclear reactors
designed to produce neutron beams, that enabled PDF measurements of
liquids and glasses to become routine [25]. The capabilities of PDF
measurements with neutron beams were further extended with the use of
spallation sources of neutrons, where measurements up toQ¼ 50 Å�1 are
routine [27,28]. It is important to appreciate that the resolution of the
PDF is restricted by the value of Qmax: the effective best resolution in the
features in the PDF is given as Δr¼ 2π/Qmax. With a small value of Qmax
the resolution may be too poor to see important features within the PDF.
Some aspects of the significance of this were explored in a round-robin
comparison of PDFs extracted from neutron total scattering data ob-
tained at 6 instruments in three of the then-operating (2004) pulsed
spallation neutron facilities [29].

Even with the ability to measure the total scattering to high values of
Q, giving a reasonable value of the resolution Δr, the problems with a
finite range of Q are not eliminated. Mathematically, the total scattering
can be described as the ideal case (total scattering measured to Qmax →
∞) multiplied by the box function Mbox(Q)¼ 1 for 0<Q<Qmax,
Mbox(Q)¼ 0 for Q>Qmax. The Fourier transform of Qi(Q) will be that of
the ideal case – the perfect D(r) – convolved by the Fourier transform of
Mbox(Q). This will be the sinc function, with a central peak at the origin
and a series of oscillations either side of the central peak. When a sharp
peak in the PDF D(r) – usually the first peak – is convolved with this
function, it will generate a series of spurious ripples either side of the
peak. These ripples, known as termination ripples, appear as noise to the
lower-r side of the first sharp peak, but on the higher-r side the termi-
nation ripples will overlap with the true peaks in the PDF. In the best case
the experienced researcher can take account of the presence of termi-
nation ripples in analysis of the PDF, but in the worst case the inexpe-
rienced researcher may interpret the termination ripples as real features.
This can be a great risk when the position of the peaks in the termination
ripples correspond to distances that the researcher may recognise as
those associated with chemical bonds.

A common approach is to multiply Qi(Q) by a modification function
M(Q) prior to Fourier transform [21,25,26], so that the practical trans-
form is

D
0 ðrÞ ¼ 2

π

Z Qmax

0
MðQÞQiðQÞsinðQrÞ dr (20)

Ideally M(Q) falls continuously to zero as Q → Qmax. A commonly-

used modification function is that proposed by Lorch [30,31]:

MðQÞ ¼ sinðπQ=QmaxÞ
πQ=Qmax

(21)

This has the desired properties of M(Q→ 0)→ 1 andM(Q → Qmax)→ 0.4

Application of the modification function leads to significant sup-
pression of termination ripples. Mathematically, in the Fourier transform,
the product of M(Q) and Qi(Q) leads to convolution of the derived D(r)
with the Fourier transform of M(Q).5 This transform, from above, is the
box function, so essentially the application of the Lorch modification
function is equivalent to performing a smoothing operation by averaging
neighbouring points in the derived D(r).

The use ofM(Q) has another practical advantage. In general we might
expect a measurement of i(Q) to be statistically of lower quality at the
higher-Q end of the data, where the value of i(Q) oscillates around the
value zero. The quantity we need for Fourier transform is Qi(Q), and the
multiplication by Q will further increase the amplitude of the noise at
higher values of Q. Thus a second advantage of the use of the modifi-
cation function is to suppress the effect of noise feeding through to the
resultant PDF.

Some time ago Andrey Krylov and Andrey Vvedenskii [33] pointed
out that the PDF can be fitted using Hermite functions [34]. These
functions have the useful feature that they are the eigenfunctions of the
Fourier transform operation, and thus by fitting Qi(Q) using Hermite
functions it is possible to obtain the PDF directly by recombining the
Hermite functions. This method was initially applied only to data for
liquids with a short range of scattering data, up to 8 or 12 Å�1, giving
PDFs for distances up to 8 and 12 Å respectively. This approach has not
been used significantly since the initial test work, but we have recently
revisited it [35], making some changes in line with the use of modern
spallation neutron sources (particularly the wider range of values of Q),
and taking account of the effects of resolution.

A preliminary example from our work using Hermite functions to fit
the scattering function is shown in Fig. 3 [35]. This shows fitting of the
Qi(Q) function for amorphous silica [32], measured using the GEM
diffractometer at ISIS [28,36] and formed by merging (by hand) data
from different banks of detectors. The scattering data have been multi-
plied by the modification function M(Q) given by equation (21) prior to
fitting. Fig. 3a shows that the expansion of the scattering function in
terms of Hermite function gives a very good description of the data, and
the method is able to fit smoothly through the noise in the data at higher
values of Q. The corresponding PDF D(r) is seen to be reasonable, and in
good agreement with earlier high-quality data [21], albeit that we are
comparing our D(r) function with the reported T(r) function.

2.6. Calculations of the PDF

In any experimental study of the PDF, it is often useful to calculate a
theoretical PDF for comparison with measurement. For a disordered
system, such as a fluid or glass, this can be formed from an appropriate
simulation, for example from a molecular dynamics (MD) model. With a
sufficient number of atoms, and with sufficient averaging over

3 David Keen [23] has pointed out that the normalised form of S(Q) is more
commonly used within the PDF community rather than the absolute form cited
here. However, those of us who first learned that S(Q) is derived from the in-
tegral of the dynamical scattering function, S(Q)¼ R

S(Q, ω) dω, will be more
naturally inclined to work with the form of S(Q) in absolute units.

4 In the hope that it is not necessary to say this, but for completeness, in the
cases where Qmax is chosen by the researcher to be lower than the upper limit of
the range of the data, we have M(Q>Qmax)¼ 0.
5 In this context, we want to remark that it is actually useful for researchers

using the PDF method to have some intuition about one-dimensional Fourier
transforms, including the mathematical concept of convolution, how the
convolution operation in one space converts to a multiplication in the Fourier
transform, and how the finite resolution in Q-space leads to damping of the PDF
at higher r. Not only are these insights useful in understanding issues such as the
origin and treatment of termination ripples, and the technique of “zero padding”
when performing practical Fourier transforms, but will also be necessary to
understand the treatment of x-ray total scattering data discussed in Section 4.2.
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independent configurations, the PDF may be a reasonable approximation
of the experimental PDF.

For a crystal it is possible to compute a PDF from a list of interatomic
distances, with each distance giving the centre of a Gaussian function of
width selected by the researcher. There are a number of structure plotting
software tools that can do this automatically, such as CrystalMaker [37].

Because the user’s choice of a width is arbitrary, and will typically
apply to all peaks in the PDF equally (Fig. 2 is a case where the peaks in
the PDF clearly do not have equal width), we developed a package for the
GULP lattice simulation code [38,39] in which the widths of each peak in
the PDF could be obtained directly from a lattice dynamics calculation
[40]. This approach has the advantage of incorporating peak shapes that
explicitly reflect the different atomic motions, meaning that if there are
sharp and broad peaks in the experimental PDF, these will be reproduced
in the calculation. The only requirement for this type of calculation is a
model of interatomic forces that is part-way realistic. Such a level of
realism can be achieved using very simple models in fact. The main
requirement about realism is that the experimental crystal structure
should be reproduced by the lattice simulation, that none of the phonons
should have imaginary frequencies characteristic of a structural insta-
bility, and that broadly vibrations that stretch bonds should have higher
frequencies than those that bend bond angles. This approach has been
used to assess structural models of the cubic phase of cristobalite [41], a
polymorph of SiO2, and to understand the role of the frequency spectrum
on the PDF of SrTiO3 [42]. The approach was also used to identify the
phases present in CdS nanoparticles [43].

3. Facilities

3.1. Neutron beams

From the outset [45], research with neutron beams was based on the
generation of neutrons within a nuclear fission reactor.6 From the 1960s
many research reactors with beam-lines for neutron scattering were
constructed in many countries, but over the years a large number have

closed without replacement. Indeed, several of the major reactor facil-
ities, as given in Table 1, are now very old, having been refurbished to
prolong their lifespan. Amongst these are two of the leading sources, at
the Institute Laue-Langevin in France and at Oak Ridge National Labo-
ratory in the USA. The only modern reactor sources are the FRM-II fa-
cility in Germany and the OPAL facility in Australia. Other facilities
worldwide operate on a smaller scale, with another 6 in Europe that go
down to the scale of being a training reactor with just 2 instruments. The
same is true in the USA, where there are 3 small reactor facilities that are
operational with as few as 2 instruments. A number of other reactor fa-
cilities worldwide may potentially come online in the future following
extended shutdowns or lengthy refurbishment.

The facilities given in Table 1 all offer access to external users. The list
includes both the major reactor sources and also the five international
spallation neutron sources. Readers interested in wider aspects of
neutron scattering for studies of the structure and properties of materials,
including the technical details of the generation of neutron beams, de-
tector methods, and instrumentation, are referred to recent books by
Willis and Carlile [48], Carpenter and Loong [49] and Boothroyd [50].

Because nuclear fission reactors operate at thermal energies, the
spectrum of neutrons that are reflected from within the reactor into beam
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Fig. 3. Example of a) fitting the scattering function Qi(Q) to neutron scattering data for amorphous silica [32] using Hermite functions; and b) the derived pair
distribution function D(r) over the interesting range of distances. In (a) the data are shown as black points and the red curve shows the fitted function. (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Table 1
Some of the major international and national neutron sources in the world that
are current operating with external user programmes [44]. In the case of the ILL,
where we designate France/Europe as the country, it indicates that France is
hosting a pan-European facility funded by a number of countries that are
members of the facility consortium.

Source/Institute Country

Spallation neutron sources
CSNS/IHEP China
JSNS/J-PARC Japan
SNS/ORNL USA
ISIS/RAL United Kingdom
SINQ/PSI Switzerland

Reactor neutron sources
CARR/CIAE China
CMRR/CAEP China
OPAL/ANSTO Australia
JRR-3M/JAERI Japan
HANARO/KAERI Korea
HFIR/ORNL USA
HFR/ILL France/Europe
FRM-II/MLZ Germany

6 The timeline from the discovery to exploitation of neutrons in materials
research is interesting, and similar to that for X-rays as discussed in the Intro-
duction. The neutron was discovered by James Chadwick in 1932 [46]. Four
years later Mitchell and Powers [47] showed that neutrons possess wave
properties, and observed that they can be Bragg-diffracted by a crystal. The
seminal paper on the first use of neutron beams for crystal diffraction experi-
ments was published in 1948 by Wollan and Shull [11].
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tubes leading to the instruments is too low to generate high values of Q.
For studies of highly-disordered fluids, where the PDF contains only two
broad peaks, the neutron scattering function contains very little detail at
higher values of Q, and the limited range of values of Q need not matter.
However, for studies of disordered materials where there is a distinct local
structure, such as for amorphous silica which has a precise arrangement of
SiO4 tetrahedra, linked at corners, within a continuous random network,
the very sharp nature of the first peaks in the PDF leads to the existence of
oscillations within the scattering function that extend to very high Q (see
the example in Fig. 3 and data presented in some previous publications
[21,32]). Thus a reactor source of neutrons suitable for PDFmeasurements
needs to be able to provide a spectrum of high-energy neutrons. This is
achieved using a special moderator held at high temperatures; neutrons
reach a thermal equilibrium within this moderator with much higher en-
ergies – and hence lower wavelengths – than in the thermally-moderated
neutron reflectors in a normal fission reactor.

The major ‘hot source’ for neutron beams available worldwide is at
the Institute Laue-Langevin (ILL) in France [51], provided by a graphite
block that is held at a temperature of around 2400 K. Until recently a hot
source of temperature 1400 K had been available at the Orph�ee reactor of
the Laboratoire L�eon Brillouin (LLB) [52], also in France, but this reactor
was taken out of service in 2019. The ILL facility has a dedicated PDF
instrument on one of the beam-lines from the hot source, denoted as D4
[53,54], which has seen a number of upgrades since it was first installed.
Until the reactor closure, the LLB had a similar PDF instrument, denoted
as 7C2 [55]. Whilst this reference may only appear to have historical
value, it does provide a very good description of PDF instrumentation on
a reactor facility with a hot source, and is worth reading for this reason.

The major difficulty faced by fission reactor sources of neutrons is
that it is very hard to increase the neutron flux without significant safety
– and hence cost – implications. Thus in contrast with synchrotron
sources, which have seen orders-of-magnitude increases in photon flux,
the neutron flux from fission reactor sources has barely increased in
decades. Instead, gains in the performance of instruments can be ach-
ieved by increasing the flux delivered to the sample through better
neutron optics, and by increasing the number of ‘useful’ neutrons within
the instrument. This can typically be achieved by the use of very large
numbers of detectors covering a wider proportion of the total solid angle
of scattering than was possible in the past. This is enabled as much by
advances in fast electronics and fast computing and data capabilities as
by advances in detector technologies.

Maximising the number of useful neutrons is not only important for
reactor sources, but is the key to the current exploitation of accelerator-
based pulsed spallation neutron sources. The neutrons are produced by
shining beams of protons onto a target of a heavy metal. A nucleus within
the target material that is struck by a proton will become thermally
excited, and will lose some of its excess neutrons before returning to a
lower temperature. The neutrons that are lost from the nuclei will be
ejected at high speeds. They can be cooled by passing them through a
moderator, and then directed along beam tubes to a range of instruments.

The SINQ spallation neutron source in Switzerland [56–59], which
has been in operation since 1996, is designed to produce a continuous
beam of neutrons. However, the more common approach is to produce
beams neutrons that are pulsed in time, and it is at these neutron sources
that we find the state-of-the-art instruments for neutron PDF
measurements.

Building on experiments in Japan and USA since the late 1960s, the
first pulsed spallation sources operating for user experiments were the
KENS facility in Japan (1980–2004) [60,61], and the Intense Pulsed

Neutron Source (IPNS, 1981–2008) [62–64]. Soon after, the ISIS facility
in the UK (operating since 1984) [65–69] and the Los Alamos Neutron
Science Center (LANSCE, operating since 1986, but not currently running
as a general user facility7) [71,72] were established. More recently the
USA constructed a new pulsed spallation neutron source (SNS, operating
since 2007) at the Oak Ridge National Laboratory (ORNL) [73,74], and
Japan replaced the KENS facility with the Japan Spallation Neutron
Source (JSNS) at J-PARC (operating since 2008) [75–78]. China is now
developing the China Spallation Neutron Source (CSNS) in the southern
city of Dongguan [79–82], operating with its first instruments since
2018, and becoming the fourth such operating general user facility
worldwide. These facilities all make use of short pulses of neutrons
containing a spectrum of neutron energies. The wavelengths associated
with individual neutrons can be determined by accurately measuring the
time taken for each neutron to leave the moderator and reach the de-
tectors. The sharpness of the pulse means that the uncertainty on the
measured time will be small. For example, the neutron pulses at ISIS are
typically around 30–50 μs wide, with pulses separated by 0.02 s.

In contrast, the new European Spallation Source, currently under
construction in Lund, Sweden, will operate with a long pulse of protons.

The case of the investment by the USA in its new spallation neutron
source is interesting in one regard. There had beenmuch consideration of
building an advanced reactor source [83], but the costs associated with
the safety implications of a high flux reactor were found to be prohibi-
tive. Thus it was decided instead to develop a high-power spallation
neutron source, co-located with the existing high-flux reactor source at
ORNL [84] to be run together within the national laboratory [85].

Short-pulse spallation neutron sources have a number of general ad-
vantages [86]. Although they produce far fewer neutrons than in a
reactor, a greater number can be made to be useful [74]. We can illustrate
this by considering how a powder diffractometer works. In a reactor
source, the incident beam must have a fixed wavelength, which is ach-
ieved by diffraction of the primary beam from a monochromator crystal.
The measurement is then performed as a function of scattering angle,
which can be optimised by having detectors covering most scattering
angles in the plane of the sample and incoming beam. For a precise
wavelength, necessary for good resolution, most of the spectrum of
thermal neutrons is discarded. On the other hand, in a pulsed spallation
neutron source, the measurement is performed by timing the neutrons as
they travel from the moderator to the detector. The flight time for any
given scattering angle is proportional to the lattice d-spacing from which
any neutron is diffracted. It is usually possible to cover most of the space
around the sample with detectors. But unlike in a reactor, the whole
spectrum of neutrons can be used, because in a single pulse all neutrons
have a nearly identical starting time. Thus, in spite of the much lower
neutron flux within the instrument, a powder diffractometer at a pulsed
spallation source can be built with a performance that is competitive
with, or even better than, a similar instrument at a reactor source.

For PDF studies, spallation neutron sources have another advantage,
which is that the spectrum of neutrons is of higher energy even than from
a hot source of a reactor facility. This means that it is easy to measure to
higher values of Q, up to around 50 Å�1, with sufficient statistical ac-
curacy. Thus pulsed spallation neutron sources are ideal for PDF mea-
surements, and PDF instruments were quickly built at the earlier
facilities. These include the now-decommissioned diffractometers LAD at
ISIS [27], GLAD at IPNS [87], and NPD at LANSCE [88].

The currently available instruments suitable for measurements of the
PDF at neutron facilities are listed in Table 2. Some of these instruments
are dedicated for PDF measurements, but others represent the fact that
some very good powder diffractometers at pulsed spallation neutron fa-
cilities can also measure across a sufficient range of Q that they can be
used for PDF measurements to good effect.

As a reflection of the interests and experiences of the authors, we
discuss now in more detail the ISIS (the oldest pulsed spallation source in
current operation as a user facility) and CSNS (the newest) spallation
sources. There are in fact many similarities between the two facilities,

7 LANSCE, through the Lujan Neutron Scattering Center, currently supports 5
instruments for engineering applications [70], but appears to not support a
general user programme. As is often the case, the powder diffraction instrument
currently operating at LANSCE, HIPPO, has several application areas and has
included PDF studies amongst these.
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reflecting the fact that there has been good cooperation between them
since 2014. The partnership will in fact extend into the future, given that
ISIS and CSNS signed a new memorandum of understanding on July 1st,
2022 for continued collaboration on aspects of accelerator-based neutron
source science and technology up to and beyond 2027 [106]. We believe
that such collaborations between leading neutron scattering facilities will
give significant value to continued research into exploitation of this
technology for scientific applications.

The layout of the ISIS facility [65–69] is shown in Fig. 4. Briefly, H�

ions are accelerated and then stripped of their electrons. The protons are
then accelerated within the synchrotron ring, and shaped into two
bunches on opposite sides of the ring. Then the proton beams are released
from the synchrotron and directed towards the target stations (targets are
made of tungsten). This process happens 50 times each second. For 4 out
of 5 pulses the protons are directed at the first target station, and every
fifth pulse is sent to the second target station. The neutron beam is pro-
duced at the instance the proton pulses reach the target. Currently ISIS
has 19 neutron instruments fed from the first target station and 11 from
the second target station. Of these, 4 are good for PDF studies.

On the first target station, GEM [28,36,94],8 and POLARIS [92,93]
are standard diffractometers with a large number of detectors that cover
a wide range of scattering angles, making them excellent instruments for
PDF studies as well as for high-throughput diffraction, and indeed a
significant part of the running time of both instruments is dedicated to
PDF experiments. SANDALS [95–97] is the third PDF instrument on the
first target station, and it is optimised for the study of light elements by
having its detectors mostly at forward scattering angles (see the discus-
sion in Section 4.1). The PDF instrument on the second target station,
NIMROD [98,99,107], follows the design principle behind the SANDALS
instrument but it also has the ability to measure part of the small angle
scattering signal.

Fig. 5 gives a user’s view of one side of ISIS, showing in the fore-
ground the POLARIS diffractometer. The photograph shows the main
target area in which the beams of neutrons are produced. Most in-
struments and their beam guides are hidden under the floor level, but the
photograph gives an idea of the working environment and the scale of the
facility.

The CSNS facility [79–82] is broadly similar to how ISIS was prior to

the construction of the second target station.9 The neutron pulse rate is
half that of ISIS, at 25 pulses per second. It is anticipated that CSNS will
eventually support 20 instruments, one of which is a dedicated PDF in-
strument, know as MPI (Multi-Physics Instrument) [89,90], and which
has recently begun operation. CSNS also has the General Purpose Powder
Diffractometer (GPPD) [91], with design characteristics which, we
believe, will also be suitable for PDF measurements. Both MPI and GPPD
are designed according to the principles behind the GEM and POLARIS
instruments at ISIS. Unfortunately there are no plans for an instrument
optimised for the study of light elements, namely one that follows the
design characteristics of SANDALS and NIMROD at ISIS.

The design of the MPI instrument is shown in Fig. 6. The full design of

Table 2
PDF instruments at neutron and synchrotron radiation facilities. Where a Euro-
pean country is given but followed by “Europe” in parenthesis, this is a case
where the named country is hosting a pan-European facility funded by a number
of countries that are members of the facility consortium. Note that not all in-
struments are dedicated to PDF measurements.

Facility Country Beam-line

Neutron facilities [44]
CSNS China MPI [89, 90], GPPD [91]
ISIS United Kingdom POLARIS [92, 93], GEM [94, 28, 36],

SANDALS [95, 96, 97], NIMROD [98, 99]
ILL France (Europe) D4 [53, 54]
ESS Sweden (Europe) DREAM [100]
ORNL/
SNS

USA NOMAD [101, 102], POWGEN [103]

JSNS Japan NOVA [104]

Synchrotron facilities [105]
SSRF China BL14B1
DIAMOND United Kingdom XPDF (115-1)
ESRF France (Europe) ID15A, ID22, ID31
Spring-8 Japan BL08B2, BL22XU
APS USA 1-ID-B, B, C, E, 6-ID-D, 11-ID-B, 11-ID-C, 16-

BM-D, 17-BM-B

Fig. 4. Layout of the ISIS facility. Instruments are colour coded by type: light
blue represents diffractometers, including PDF instruments; red represents
spectrometers for inelastic scattering; orange represents reflectometers for
studies of surfaces and planar interfaces; dark blue represents small-angle
scattering instruments; green represents the muon instruments; and pink rep-
resents the rest, including irradiation and imaging instruments. The four PDF
instruments discussed in the text are identified by name. The figure is used by
permission of ISIS/STFC. (For interpretation of the references to colour in this
figure legend, the reader is referred to the Web version of this article.)

Fig. 5. Photograph of one side of the ISIS pulsed spallation source. The light-
blue circular enclosure contains the spallation target, with the proton beam
coming from left to right. The motors on the top of the target enclosure control
the shutters for the various beams. Most instruments are hidden below the floor,
but the red enclosure gives access to the top of the POLARIS diffractometer.
Photograph by MTD. (For interpretation of the references to colour in this figure
legend, the reader is referred to the Web version of this article.)

8 The GEM diffractometer replaced the earlier PDF instrument LAD [27],
which was optimised for liquids and amorphous materials.
9 It is envisaged that a second target station will eventually be built at CSNS.
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the instrument consists of 7 banks of detectors covering a range of scat-
tering angles from 3 to 170�. The design will give values ofQ between 0.1
and 62 Å�1, with resolution ΔQ/Q of 6% for Bank 2 (angles 12.5–17.6�)
and 0.4% for Bank 7 (angles 157.5–170�). The highest resolution is
achieved in part by using a long flight path from moderator to sample of
30m. The detector banks in the full design specification will consist of a
total of 564 linear position-sensitive 3He detectors. The MPI began
operation in January 2021.

The other two pulsed spallation neutron facilities, SNS in USA and
JSNS in Japan, also have a single dedicated PDF instrument each, both of
which are similar in style to GEM and POLARIS at ISIS. The dedicated
PDF instruments at SNS and JSNS are NOMAD [101,102] and NOVA
[104] respectively.

We note that at the time of writing, there is no plan to have a dedi-
cated PDF instrument at the ESS. However, the DREAM and HEIMDAL
diffractometers will reach both values of Q up to 25 Å�1, which will
support some PDF measurements [100]. The DREAM diffractometer may
have an advantage over HEIMDAL for PDF studies in that it will go to
lower values of Q, 0.2 verses 0.5 Å�1.

3.2. Synchrotron radiation

This year, 2022, is the 75th anniversary of the experimental discovery
of synchrotron radiation [108,109]. The first observation of synchrotron
radiation within a laboratory was in a 70-MeV synchrotron at the General
Electric Research Laboratory in Schenectady, New York, in April 1947. In
fact, humans had been seeing synchrotron radiation from stars or gal-
axies for a few centuries, but only with the laboratory discovery was it
understood that one important source of radiation from space is from
acceleration of particles within large magnetic fields. Since that time, the
importance of synchrotron radiation as a scientific tool has been recog-
nised across the World, with more than 60 synchrotron and Free Electron
Laser facilities now proving instruments for scientific research [105].

Over the decades synchrotron radiation light sources have increased
in power considerably, with three generations of development, of which
the second and third are devoted to materials research (diffraction,
spectroscopy, etc). Initially radiation beams were taken from the bending
magnets in the main electron storage ring, but subsequently insertion
devices (two types, wigglers and undulators) are built into the main ring

to give enhanced acceleration of the electrons in order to improve the
properties of the extracted beam considerably. Examples of third-
generation synchrotron facilities [105] include the European ESRF in
Grenoble, France (co-located with the ILL neutron facility), the Diamond
Light Source in the UK (co-located with the ISIS spallation neutron
source), the Advanced Photon Source (APS) and Advanced Light Source
(ALS) in the USA (the APS was co-located with the IPNS until its closure),
Super Photon Ring-8 GeV (SPring-8) and the Shanghai Synchrotron Ra-
diation Facility (SSRF).

Many synchrotron facilities have dedicated beam-lines for PDF
studies, as listed in Table 2. In truth many instruments at a synchrotron
can be configured for PDF measurements, since all that is needed is a
beam of small wavelength and an area detector that can measure to
sufficiently high scattering angle (which can be achieved by placing the
detector close enough to the sample). That said, one advantage of a
dedicated PDF instrument is that it can act as a focus for interactions with
users, as well as having dedicated staff who can be concerned primarily
with optimisation of PDF measurements and data processing. Fig. 7
shows a close view of the main elements on the XPDF beam-line (I15-1)
at the Diamond Light Source in the UK [110,111]. One of the benefits of
its co-location with ISIS is that users who require both x-ray and neutron
PDF data can apply for both using a single proposal.

The next generation of light sources will include free-electron lasers.
Several of these are currently in operation, including the Linac Coherent
Light Source (LCLS) in USA, and the European XFEL (Germany). Sources
currently under construction include the High Energy Photon Source
(HEPS) in Beijing, MAX IV in Sweden, and NSLS-II in USA. Free electron
lasers tend to have higher wavelengths than in synchrotrons, so their
value for PDF work is not yet demonstrated.

3.3. Laboratory x-ray sources for PDF measurements

Very briefly, we should point out that some vendors are now mar-
keting laboratory x-ray PDF instruments. Typically these will have silver
anodes (wavelength of 0.559 Å), giving a maximum value of Q of around
22 Å�1. This is not dissimilar to what can be achieved in a synchrotron
PDF measurement. The x-ray optics and detectors are optimised for PDF
studies, recognising that there is not the same need for high angular
resolution as in a standard x-ray powder diffractometer.

There are advantages and disadvantages with a laboratory PDF

Fig. 6. Design of the MPI total scattering instrument at the CSNS facility [89,
90]. The beam enters the instrument from the left (orange arrow). The illus-
tration shows the positions of the seven banks of detectors. (For interpretation of
the references to colour in this figure legend, the reader is referred to the Web
version of this article.)

Fig. 7. Photograph of the XPDF (I15-1) instrument at the Diamond Light Source
in the UK. The radiation enters from the left side of the photograph. The sample
is contained within a silica glass capillary tube, which can be seen supported in
an automatic sample changer. Temperature is controlled by a gas-stream cryojet
which is seen in the centre of the photograph. At the rear are two area detectors,
the closest one being used for measurement of the total scattering, and the other
one at a further distance for a higher-resolution measurement of the Bragg
scattering from crystalline materials. Photograph by MTD.
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instrument compared with a synchrotron facility. The first comparison is
that the intensity is so much weaker than available on a synchrotron
source, such that whereas a synchrotron measurement will only take a
few minutes, a measurement on a laboratory x-ray source will take many
hours. So a laboratory PDF diffractometer cannot be used for a detailed
study as a function of temperature or annealing time, for example.

The second comparison is that the laboratory PDF diffractometer is
likely to be available for use at short notice, and particularly for single
test runs. Experiments at a synchrotron typically need a proposal with
review (and possible rejection), together with waiting time prior to
scheduling. This means that synchrotron PDF experiments – like neutron
PDF experiments – can only be reserved for planned studies, and do not
give the flexibility that researchers often need. This is the major advan-
tage for a research group to have access to a laboratory PDF instrument.

An example of a PDF machine, in the laboratory of one of the authors,
is shown in Fig. 8. Confalonieri et al. [112] have presented a comparison
of PDF measurements for a nanoparticle, showing little differences be-
tween data from a two instruments on a synchrotron radiation (ESRF)
and a PANalytical Empyrean PDF diffractometer with a molybdenum
anode. Such an instrument, with a silver anode, has been used in studies,
for example, of amorphous zinc imidazolate [113], carbonates for CO2
capture [114], and cadmium sulphide quantum dots and magic size
clusters [43,115].

3.4. Brief comparison of different types of radiation for user applications

Whilst the focus of this review is on neutron scattering methods, the
best choice of radiation from the three we have discussed will depend on
the requirements of any particular study. In Table 3 we have summarised
several points of comparison between the three types of radiation. As can
be seen, neutron and x-ray total scattering data are complementary, and

the best case may be to perform similar measurements using both types of
radiation in order to exploit this complementarity. However, when
choosing the best type of radiation there are several factors to bear in
mind, which we have given as explicit points of comparison in Table 3.

The range of values of Q are likely to extend to both lower and higher
values for spallation neutron beams than for either synchrotron or lab-
oratory x-ray sources. As we argued previously, higher values of Qmax are
preferable in extracting a PDF that has high resolution in r (Section 2.5).
The minimum value of Q is important in establishing the low-Q baseline
in Qi(Q) prior to transformation to form D(r). The function i(Q) has
limiting value iðQ→ 0Þ ¼ �P

mcmb
2
m that extends over a range of values

of Q [23]. Reaching this limiting value in the measurement is important
in order to be able to extrapolate Qi(Q) down to Q¼ 0 prior to Fourier
transform. Identifying the limiting behaviour ofQi(Q) is also important in
order to provide a reliable normalisation of the data.

Where synchrotron x-ray methods have a clear advantage over neutron
and and laboratory x-ray methods is with regards to intensity. Depending
on the facility, a high-quality (in terms of statistical accuracy) measure-
ment with reasonable Q-space resolution can take no longer than a few
minutes, whereas a measurement at a neutron facility will take a few
hours. A measurement with a laboratory source will likely take a day.10

This means the PDF measurements with synchrotron radiation are much
better for studies where many data sets are required, such as over a wide
range of temperatures with small increments between different measure-
ments. Short running times also enable kinetic studies for systems with
time constants of the order of an hour or so. On the other hand, a typical
neutron total scatteringmeasurement with quality suitable for quantitative
analysis may only be given sufficient beam time for a small number of state
points (such as temperature). The example of our measurements of nega-
tive thermal expansion in ScF3 [20] that we have cited above (Section 2.3)
and will discuss in more detail below (Section 7.2) is a case in point.

We are stressing in this article (see for example Section 6) that the
quality of neutron total scattering data to give high-quality PDFsmust not
be compromised by considerations such as trying to increase the number
of measurements by reducing measuring time, or by attempting to
perform experiments with low sample volumes.

The resolution in the measurement, what we call “Q-space resolu-
tion”, may not immediately strike the researcher as important. The main
effect on the PDF of limited Q-space resolution is to attenuate the PDF at
higher values of r.11 One application where an uncharacterised Q-space
resolution can lead to difficulties is in the study of the PDF of a nano-
particle. In this case the finite size of the nanoparticle also leads to an
attenuation of the PDF at higher-r. In order to obtain a good estimate of
the size of the nanoparticle it is necessary to have a good characterisation
of the Q-space resolution in order to disentangle the two effects.

Where high resolution is important is for when the Bragg scattering
needs to be extracted from the total scattering measurement for separate
contribution to the quantitative analysis, as in the use of the Reverse
Monte Carlo method (Section 5.4) for the study of disordered crystalline
materials. This is where neutron and synchrotron x-ray methods have a
very clear difference. A modern neutron total scattering instrument will

Fig. 8. A researcher aligning a sample on a PANalytical Empyrean PDF
diffractometer. The photograph shows the x-ray source, but for the alignment
procedure the detector has been replaced by optical telescope. The x-ray source
and detector operate in a θ–2θ mode in the vertical plane. The sample is con-
tained within a silica capillary tube. Photograph by MTD.

10 Although it is tempting to hope that the measurement throughput from a
laboratory total scattering instrument can be 2 or 3 times higher, it is important
to not sacrifice quality, particularly at higher values of Q where the scattering
signal is weak. Given that laboratories typically only offer unrestricted access for
researchers for perhaps 10 h a day at most, one of the authors (MTD) concluded
with his own instrument (Fig. 8) that whole-day measurements were not only
better for accuracy but also for the well-being of the researchers.
11 There is a convolution argument; the convolution of data with a resolution
function in Q-space leads to multiplication of the PDF by the Fourier transform
of the experimental resolution function in r-space. If the resolution leads to only
small broadening of the features of the scattering function in Q-space, the
Fourier transform will vary only slowly in r-space. This effect can be accounted
for in the analysis of the PDF, for example in the real-space fitting performed by
programs such as PDFfit [116].
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have detectors at all scattering angles (see Fig. 6 for an example),
whereas a typical synchrotron PDF instrument will have scattering only
in the forward direction (see Fig. 7 for an example). The scattering angle
will have a contribution to the Q-space resolution that varies as cot(ϕ/2),
where ϕ is the scattering angle. This will fall to zero as ϕ→ 180�, which is
why diffractometers at spallation neutron sources have significant arrays
of detectors at high scattering angle.12 A diffractometer at a modern
spallation neutron facility that can be used for both total scattering and
powder diffraction measurements, such as GEM [36] and POLARIS [93]
at ISIS, will have good resolution even at ϕ¼ 90�, and will be able to
collect high-quality Bragg diffraction data in addition to total scattering
data. Many synchrotron x-ray instruments optimised for total scattering
measurements will not match the Q-space resolution of instruments
optimised for powder Bragg diffraction at the same facility. The XPDF
instrument at Diamond [111] (Fig. 7) has a separate detector for mea-
surement of the Bragg diffraction pattern with a greater distance from the
sample than that of the detector for collecting the total scattering data,
but the quality of the Bragg diffraction data is not comparable with that
of the main powder diffractometer at the same facility.

These factors are technical, but the final consideration here is also
concerned with the scientific questions faced by a researcher. This
consideration relates to the origin of the scattering, which is from the
neutron-nucleus interaction in the case of neutron scattering, and from
the electromagnetic interaction between photons and electrons in the
case of x-ray scattering. In the latter case, the scattering scales as the
number of electrons in the atom (usually close to the atomic number),
and decreases with Q in a way that reflects the Fourier transform of the
atomic electron density. There are two technical points regarding this

effect. The first is that the decrease in the x-ray scattering factor atten-
uates the scattering signal at high Q, which provides a practical limit to
the maximum value of Q that can be achieved in an x-ray total scattering
measurement (but this is offset to some extent for synchrotron x-ray ra-
diation by the high intensity leading to low statistical noise). The second
is a point that will be discussed in more detail in Section 4.2 regarding the
deconvolution of the atom size from the PDF. In practice these two fac-
tors need not limit quantitative analysis of x-ray PDF data, but users need
to be aware of the issues.

The scientific factor concerns the fact that the contrast in scattering
between different elements is quite different in neutron and x-ray
scattering. This difference can be exploited by performing comple-
mentary measurements using both sources, as will be seen in two of the
case studies described later (Sections 7.3 and 7.5). The Appendix
(Section 10) contains a more-detailed discussion of the contrast be-
tween neutron scattering lengths for different elements (Section 10.1
and Fig. 20), a discussion of the special case of hydrogen (Section 10.2),
and a discussion of neutron absorption (Section 10.3). The researcher
wishing to measure the PDF of a given material is advised to consider
carefully the issue of elemental contrast in both neutron and x-ray
scattering before embarking on a detailed study.

We can give one example to illustrate the point, namely a study of a
material containing hydrogen. Light and heavy hydrogen, 1H and 2H
(deuterium) respectively, have very different interactions with neutron
beams. Light H has a very high incoherent cross section, and a negative
scattering length. The first property is a potential problem, whereas the
second gives very high contrast with other elements. Deuterium has
much lower incoherent scattering and is often to be preferred in a
neutron scattering experiment. However, there are many systems for
which deuteration is extremely difficult, and if the locations of the
hydrogen atoms are not interesting it may be preferable to perform an x-
ray PDF experiment where problems of incoherent scattering do not
occur. On the other hand, due to hydrogen having the lowest atomic
number, it is virtually invisible in x-ray scattering experiments, so if the

Table 3
Practical comparison of radiation sources for total scattering/PDF measurements.

Spallation neutron beams Synchrotron x-ray beams Laboratory x-ray beams

Maximum Q Measurements can be obtained up to Q¼ 50 Å�1.
Beyond this limit, signal intensities are typically too
low and derived values of Qi(Q) are too noisy.

Maximum Q of around 25 Å�1 or lower, depending
on wavelength and experimental configuration.

Maximum Q of around 22 Å�1 with Ag Kα radiation
(λ¼ 0.56 Å), or 17 Å�1 with Mo Kα radiation
(λ¼ 0.71 Å).

Minimum Q Can be quite low, depending on detector
configuration: 0.02 Å�1 on NIMROD [99], and
0.04 Å�1 on GEM [28] and NOMAD [102].

Higher than for neutrons, because of the small range
of scattering angles. Typical values may be around
0.5 Å�1, but may be as high as 1 Å�1 in unfavourable
cases.

Similar to synchrotron radiation.

Beam
intensity

Depending on the facility, measurements may take
between 2 and 8 h. Shorter runs will lead to lower
statistical accuracy of Qi(Q) at higher Q. Users are
recommended to have samples of cm3 volume.

Incident beam on the sample has much higher
intensity than other sources, allowing high-quality
measurements of the PDF to be obtained in minutes.
This enables many measurements can be obtained in
a single study, including for kinetic PDF
measurements. Samples are much smaller than for
neutron scattering experiments.

This is the weakest of the three sources. Whilst
measurements can be performed in a few hours, for
higher statistical accuracy (and for the practical
reason to avoid dead time at night) it is better to use
this source for one measurement per day.

Q-space
resolution

Depends on detector angle; lowest ΔQ/Q for the
back-scattering detectors is around 0.35% on GEM
[28] and 0.8% on NOMAD [102] as typical values.

Will be lower (higher ΔQ/Q) than for neutrons
because the scattering is always with forward angles.

Depends on instrument setting, but is unlikely to be
better than for synchrotron radiation given that high
resolution will lead to lower intensity.

Scattering
factor

Neutron scattering length, which is independent of
Q. Sensitive to light elements, with different
scattering for hydrogen and deuterium. Sensitive to
magnetic atoms.

Proportional to atomic number, hence less sensitive
to light elements. Decreases with increasing Q,
meaning that scattering intensity is lower at higher Q
and hence effectively limiting the practical
maximum value of Q. Prevents a pure PDF being
extracted for materials with more than one element.

As for synchrotron radiation.

Availability Relatively few neutron sources with capabilities for
measuring PDFs

Most advanced countries have one or more
synchrotrons, and many have dedicated instruments
or instruments on which PDF measurements can be
accommodated

These instruments have similar costs to standard
powder diffractometers and are becoming increasing
common within the university community.

12 There is another contribution to ΔQ/Q from the uncertainty of the neutron
flight path L, that scales as ΔL/L, where ΔL arises from the size of the neutron
moderator. This effect is reduced by having long flight path between the source
and sample.
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location of the hydrogen atom is important and deuteration is difficult,
then a neutron scattering experiment is still possible. As will be dis-
cussed below (Section 4.1), for light elements specialised instruments
such as SANDALS [97] and NIMROD [98,99] at ISIS, where the de-
tectors are in the forward direction, are the most suitable instruments.
The difference in scattering between light hydrogen and deuterium can
be exploited, as described in two of our later case studies (Sections 7.1
and 7.4). Mixtures of light H, with its negative scattering length, and
deuterium can give effective coherent scattering lengths that span the
two limits, including the average of zero. This can be exploited to give
contrast between the two end cases and between H/D and the other
elements in the system. This is simply not possible with x-ray scattering.

Finally we comment that it is currently the case that there are many
more synchrotron facilities than spallation neutron facilities. Hence there
are many more instruments at synchrotron facilities than at neutron fa-
cilities that are dedicated to, or capable of being used for, PDF mea-
surements. Availability of access to facilities may prove to be the decisive
factor when planning a new study.

4. Brief discussion of data treatment

4.1. Neutron total scattering

One very practical question facing users of the PDFmethod is how to go
from the raw scattering data to the PDF. There are many publications and
softwaremanuals that describe this task inmore detail thanwe canmanage
here, but for completeness we give a brief overview of the steps that are
required. Because this paper is written for a journal mostly interested in
nuclear processes, we will restrict our discussion to the processing of
neutron scattering data. Many of the issues will apply directly to x-ray
studies, and we will indicate some extensions for the case of x-rays. In any
case, we do not wish to deal with fine detail here beyond the overview and
principles. More extensive details how processing neutron and x-ray scat-
tering data are given in a number of technical papers [22,117–119].

4.1.1. Data corrections
A neutron measurement is not performed in an isolated environment.

Instead, the incident and scattered neutron beams will pass through the
walls of the sample environment (equipment to maintain a chosen tem-
perature), and the walls of the sample container (usually a cylindrical can
of thin walls made of vanadium13). These will give rise to both sources of
scattering and of attenuation of the beam. In spite of best efforts to
collimate the incoming neutron beam and to shield the walls of the
container with absorbing material, there will also be additional scat-
tering from the instrument itself (note that modern neutron diffractom-
eters at spallation sources are often designed with a vacuum inside the
sample tank in order to reduce scattering from air).

A typical neutron scattering experiment will begin with a measurement
of an empty instrument in order to obtain an estimate of the scattering
from within the instrument, a measurement of the empty sample envi-
ronment equipment (usually a furnace, cryostat or refrigerator), and a
measurement of the sample environment equipment containing an empty

sample container (thin-walled vanadium can).14 To get a sense of what is
involved, we consider the set of equations that are involved in the data
corrections. Following Howe et al. [117] we can consider themeasurement
I0 and the actual scattering I for different components, namely from the
sample S, sample container C, sample environment equipment E, and
background from the instrument B. We assume that for the background we
have IB ¼ I

0
B, where the subscript B denotes scattering from the back-

ground (mostly from the walls of the empty instrument, assuming that the
instrument is evacuated). We now consider the measurement taken with
an empty sample environment,

I
0
E ¼ αE

EIE þ IB (22)

where I
0
E and IE are, respectively, the measured and unattenuated scat-

tering from the sample environment, and the coefficient αEE represents the
effect of attenuation of the scattering from the sample environment by
the sample environment. The measurement of scattering from an empty
container inside the sample environment equipment is then written as

I
0
C ¼ αC

C;EIC þ αE
C;EIE þ IB (23)

Here IC is the unattenuated scattering from the sample container, αEC;E
represents the effect of attenuation of scattering from the sample envi-
ronment by both the sample environment and sample container, and αCC;E
represents the effect of attenuation of scattering from the sample
container by both the sample environment and sample container.

Finally we have a corresponding equation for the measured scattering
from the sample, I

0
S:

I
0
S ¼ αS

S;C;EIS þ αC
S;C;EIC þ αE

S;C;EIE þ IB (24)

where IS is the unattenuated scattering from the sample – the quantity
that is the ultimate goal of the experiment – and the coefficients αSS;C;E etc,
that account for attenuation of the different scattering signals by the
sample, container and sample environment, have definitions that follow
as in the previous equations.

It is assumed that coefficients α will be proportional to the neutron
wavelength λ following the famous 1/velocity law, which is a good
approximation except for when the neutron energy is close to that for
resonance absorption of one of the nuclei. These coefficients can be
calculated from the known absorption coefficients of the constituent
materials and their known geometry.

It follows that a measurement of I
0
E, combined with the measurement

of I
0
B, can yield the value of IE from equation (22). From the values of IB

and IE it is then possible to determine a value of IC from ameasurement of
I
0
C using equation (23). Ultimately the required value of IS can be
determined from a measurement of I

0
S via equation (24), with attention

coefficients obtained from the known properties of the atomic compo-
nents of the sample.

In many cases it is sufficient to be able to perform measurements of
I
0
B, I

0
E and I

0
C at ambient temperature and use them for measurements at

all temperatures, but there may be cases where these measurements
need to be repeated for each temperature used in the scientific study.
These measurements can then be combined to give good estimates of
the scattering from and attenuation due to the various components in
the experimental measurements in order to extract the pure signal of
the total scattering from the sample [22,122]. Within this process ac-
count is also taken of absorption of the neutron beam by the sample,
using an estimate of the powder density of the sample together with
known elemental absorption cross sections and any incoherent

13 Vanadium is frequently used because the cross section for coherent scat-
tering of neutrons is virtually zero, so the Bragg peaks will be extremely weak
and most of the scattering is incoherent. Vanadium also has a relatively weak
neutron absorbance [120,121], and is a material that usually performs well at
high temperatures.
14 Whilst these measurements are time consuming, they need not take as long
as measurements of the sample. The main requirement is that the statistical
errors on the measurements should be comparable to – that is, not larger than,
but not necessarily significantly smaller than – the statistical errors from mea-
surements of the sample. Since scattering from the components of the experi-
ment will ideally be much weaker than scattering from the sample, the
corresponding statistical errors will be much smaller and thus measurement
times can be shorter.
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scattering15 [120,121].

4.1.2. Data normalisation
A neutron total scattering experiment also requires absolute nor-

malisation. This is achieved by measurement of a cylindrical rod of va-
nadium of the same diameter as the sample can. All modern instruments
contain many detectors, and thus this measurement provides a calibra-
tion of each detector against each other. Furthermore, since the cross
section for incoherent scattering from vanadium is well known, it also
gives the absolute scale for the measurement and hence an absolute
rather than relative normalisation of all data [22].

At this stage, for data obtained on a spallation neutron source, the data
are presented as a function of flight time. Assuming elastic scattering, if the
flight time is represented as t and the total distance from source to detector
via the sample is L, the velocity of the neutron is given as v¼ L/t. This gives
the momentum p¼mv¼mL/t. The de Broglie wavelength, λ, is obtained
from the momentum as p¼ h/λ, where h is Planck’s constant. We also have
the relationship for elastic scattering

Q ¼ 4πsinðϕ = 2Þ=λ (25)

where ϕ is the scattering angle for any given detector as defined previ-
ously. It thus follows that Q¼ 4πmL sin(ϕ/2)/ht. It is common at this
stage to convert the data from a function of t into a function of Q.

It is at this stage that the effects of multiple scattering, mostly from
within the sample, are removed from the data, typically using standard
formulae based on the sample density. It is assumed that the sample
container is sufficiently thin to not contribute significantly to multiple
scattering processes.

With normalised data, it is then possible to subtract the self-scattering
term (equation (9)) to obtain the scattering function i(Q) through equa-
tion (11). It is from Qi(Q) that the PDF D(r) can be obtained via equation
(16), but before this stage we need to take account of the effects of in-
elastic processes, which we briefly now discuss.

4.1.3. Corrections for inelastic effects
The biggest challenge for analysis of neutron total scattering mea-

surements is taking account of inelastic effects, namely where there is a
change of neutron energy during the scattering process. In a total
scattering experiment, as in a standard diffraction experiment, we do
not measure the energies of the incoming and scattered beams. In a
measurement with a fixed incoming wavelength, as in an instrument at
a reactor neutron source using a beam that is reflected from a mono-
chromator crystal, the scattering vector is ‘determined’ from equation
(25). If there is a change in wavelength after scattering, this determi-
nation of Q is no longer correct. In the case of a pulsed white beam of
radiation, as at a short-pulse spallation neutron source, the measure-
ment is made of the scattering angle and flight time, from which Q can
be determined as being proportional to the inverse of the neutron flight
time (with proportionality constants related to parameters of the flight
path from the origin of the beam to the sample and from the sample to
detector, and taking account of the scattering angle). Not only do we
need to account for the effects of the change of Q, but also the fact that
the efficiency of the detector depends on energy, so the absolute in-
tensity will be affected by change in energy of the scattered beam. A
complete solution to this problem requires, in principle, a knowledge of
the dynamical scattering function S(Q, ω), but as Howe et al. [117]

pointed out, if we knew S(Q, ω) we would already know S(Q)!
There have been several attempts to address these problems, beginning

with thework of Placzek – afterwhom the necessary corrections are named
– in 1952 [123]. Further work on dealing with this problem has continued
since then, as reviewed for example by Guarini [124], Salmon et al. [125],
Fischer et al. [126] and Egami and Billinge [16], as developed further by
Soper [127], and as presented in technical papers regarding data analysis
[22,117,118]. The situation faced by the user is that these corrections are
sufficiently complicated, and probably imprecisely known for the user’s
case, that the best action by the user is to follow the software commonly
used on that instrument and the advice of the instrument scientist.

Users should be aware of two points. The first is that the major
corrections are usually to the self-scattering term in the equations for
S(Q), and the second is that the corrections for inelastic effects are
larger for lighter elements and for larger scattering angles. Thus for
total scattering studies of light elements, it is better to use instruments
optimised for scattering in the forward direction rather than in all
directions, accepting the loss of Q-space resolution as an reasonable
compromise to give better corrections for inelastic effects.16 ISIS has
commendably recognised this by building two instruments specifically
to handle light elements, SANDALS [95–97] and NIMROD [98,99,
107]. In view of the importance of light elements in modern life –

hydrogen is a primary constituent of organic materials, including
pharmaceuticals and plastics, and lithium is a primary constituent of
battery materials17 – it is to be hoped that plans for expansion of other
spallation neutron sources will also include building new instruments
optimised for total scattering studies of materials containing light
elements.

We illustrate the problems of accounting for inelastic corrections by
considering our own recent data in ScF3 [20], shown in Fig. 9. The data
were obtained on the POLARIS diffractometer at ISIS [92,93], with de-
tector banks across a wide range of scattering angles. The low-angle
banks will measure the low-Q part of the total scattering, and the
higher-angle banks will measure the higher-Q part of the total scattering,
and with higher ΔQ/Q resolution. The different resolution of the range of
data banks with different scattering angles is evident in Fig. 9a, where,
apart from the effects of resolution, the data appear to be highly
consistent. Of more significance for this discussion are the data for higher
values ofQ, compared for different data banks in Fig. 9b. At higher values
of Q, where we no longer can discern the Bragg peaks, the levels in the
scattering function – after all corrections, including the Placzek correc-
tions, had been applied – are seen to not have the same values, which can
be attributed to inconsistencies in the corrections for the effects of in-
elastic scattering.

The differences in absolute values can be dealt with by software that

15 In the presentation of the relevant equations in this paper we have avoided
the complicating factor of accounting for both coherent and incoherent scat-
tering, in order to enhance transparency for new users seeking a straightforward
account of the methods. Where some elements have strong incoherent scattering
– and hydrogen is likely to be the case most commonly encountered – users
should make efforts to replace the element by an isotope without a significant
incoherent cross section. In the case of hydrogen, deuterium should be used in
sample synthesis wherever possible.

16 Note that the resolution in Q-space in a spallation neutron source scales as
cot(ϕ/2), falling towards zero as ϕ → 360�, which is why the highest-resolution
diffraction measured on an instrument on a spallation neutron source is for the
back-scattering detectors.
17 It should be understood that lithium presents other difficulties for total
scattering studies. First, it is really important to use samples enriched with the
isotope 7Li rather than natural lithium, to avoid effects of absorption of neutrons
by the isotope 6Li. Second, whilst the negative value of the neutron scattering
length for 7Li gives a nice contrast to the positive scattering length of most other
elements to be found in the battery materials, the product b2Li is much smaller
than other products of scattering lengths. For example, in a recent PDF study of
the ionic conductor Li7La3Zr2O12 undertaken by MTD together with Haolai Tian
(China Spallation Neutron Source) and Xiang Yang Kong (Shanghai Jiao Tong
University) (manuscript in preparation) it was noticed that in spite of a rela-
tively high elemental concentration of lithium – 29% – the product cmcnbmbn for
Li–Li pairs is around 2% of the total

P
cmcnbmbn for the material, meaning there

is insufficient sensitivity in D(r) (equations (14) and (18)) for the Li–Li g(r) to be
determined, even when using the Reverse Monte Carlo method. The situation is
even worse for x-ray total scattering, where the corresponding weighting is only
0.3%.
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merges the data from different banks, such as the GUDRUN software
[118] used in this analysis, and one demonstration of this is the data from
the same experiment shown in Fig. 2. However, we want to make several
remarks from this example.

The first remark is that the extent of the differences between data from
different banks of detectors seen in Fig. 9b is not untypical. Fluorine is a
relatively light nucleus, but similar in nuclear mass to the very common
element oxygen. Thus it is quite likely that similar differences will be
seen in many oxide materials. Secondly, we have seen much worse cases,
particularly for materials containing deuterium with measurements ob-
tained on a similar diffractometer with scattering into detectors at high
angles. Thirdly, when comparing data from different banks, we should
focus on the higher-Q data. If different banks are compared at lower
values of Q, the fact that the scattering signal is stronger at lower Q
(particularly if there are Bragg peaks) means that any differences in levels
can be easily hidden from the eye. The consistency (albeit with different
peak resolution) at lower values of Q can therefore be misleading.
Fourthly, merging data from different banks of detectors is arbitrary to
some extent, which is why we advocate in the next section (Section 5)
that where possible the PDF should be analysed using quantitative
modelling.

4.1.4. User experience and user responsibility
The key message here is that analysis of total scattering data to

eventually obtain the PDF is neither trivial nor entirely satisfactory.
There are several levels of uncertainty and several potential pitfalls. In
Section 6 we will make some further comments about this point, but here
we want to stress one thing. Whilst it is quite reasonable that users cannot
be expected to have the expertise accumulated by those whose research is
focussed on the application of PDF methods, the user nevertheless has
responsibility to check the quality of their data. In our opinion, it is
scientifically reckless to take receipt of PDF data and automatically as-
sume these are of suitable quality for further analysis. Instead, we would
urge all users of PDF methods to do two things.

The first is to look critically at the diffraction data after all corrections
have been made but before data from different banks of detectors have
been merged. Are levels from different banks of detectors consistent (or
can be made consistent), and is the statistical accuracy of data at higher
values of Q good enough (this trivial point is often overlooked by
users)?18 Users may need to specifically ask for these data if a facility
normally provides only the PDF.

Secondly, ensure data are on an absolute scale rather than on a nor-
malised or arbitrary scale, and then compare the data with a PDF

obtained from model that you believe has the correct coordination
numbers (this is easy for a crystal; such a model PDF can be generated by
a number of methods, including the lattice dynamical calculation dis-
cussed in Section 2.6). The easiest thing is to perform an integration of
the PDF to derive the function

nðrÞ ¼
Z r

0
r
0
Tðr0 Þ dr0 (26)

Plateau values of n(r) will correspond to the spatial intervals between
subsequent shells of neighbours. If the PDF has proper normalisation and
without spurious heights of peaks, the experimental data will have
plateau values that match those of a model, even if the widths of the
peaks in the PDF from the model do not match those in the PDF
(comparing with a model has the advantage of removing the need for any
calculations!). If the plateau values of n(r) do not match the model, the
experimental PDF contains errors. Of course the match is unlikely to be
perfect, not least in view of the issues we have discussed here, but
whether the match is good enough must only be decided by the critical
judgement of the user. An example of a reasonable match is shown in
Fig. 10, where again we show data for ScF3 [20].

4.1.5. Software
To conclude on a practical note, the two major software products for

Fig. 9. Neutron total scattering data
for crystalline ScF3, obtained at a tem-
perature of 500 K [20] on the POLARIS
diffractometer at ISIS [92,93]. The
legend indicates the angular ranges of
different banks of detectors. The two
plots show data over different ranges of
Q. In (a) the effects of resolution are
clearly seen, with data from the de-
tectors at lower angles having much
broader peaks. In (b) the effects of in-
elastic processes are seen in the data
being corrected to different levels at
higher values of Q.

Fig. 10. Example of comparing the cumulative integral of the function rT(r)
(equation (26)) for PDF data for ScF3 at 10 K (red curve, see Fig. 2) with the
results from a reasonable model (black curve; in this case, the model was from
the Reverse Monte Carlo model) [20]. The close agreement between the two
curves shows that the integrated area of each peak in the PDF is reasonable. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

18 Even more trivial, but easily overlooked, is the need for researchers to check
that the scattering data are not contaminated by Bragg peaks from unexpected
impurity phases.
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analysis of neutron total scattering are GUDRUN [118] and PDFgetN
[128,129]. Which software you use is likely to depend on the preferences
of the support scientists at the neutron facility you use. It is, however,
worth understanding that there are some differences between the two,
and researchers should ensure that they collect the necessary correction
data expected by both data reduction codes.

GUDRUNwas developed at ISIS by Alan Soper [118], and it follows in
the footsteps of several earlier efforts associated with the ISIS facility,
including the ATLAS suite of tools [22], with some of the developments
discussed separately by Howe et al. [117]. GUDRUN includes a number
of later developments in understanding the treatment of total scattering
data, including for the inelastic corrections for light elements [127]. The
original PDFgetN software followed a similar approach, based in part on
projects associated with data analysis at the LANSCE facility [128]. More
recently Simon Billinge and Christopher Farrow argued in favour of using
ad hoc data correction procedures, based on the general form of the
relevant equations and knowing the limiting values of the important
functions [130]. This approach was shown to be reliable and accurate
through comparisons of treating data both with the more formal
correction methods and the ad hoc method, and thus this approach is
now adopted in the more recent PDFgetN3 sotware [129]. The principle
difference regarding the primary outcome, namely a corrected scattering
function and associated PDF, is that the ad hoc method does not yield an
absolute normalisation. Billinge and Farrow argued [130] that when the
data are fitted with a model atomic structure the absolute normalisation
can be treated as a fitting variable and hence is not so important. How-
ever, the view of the current authors, as expressed elsewhere in this
paper, is that that absolute normalisation at some stage is important as a
test of data quality.

GUDRUN makes use of a method called the ‘top hat’ function to
remove unknown sources of scattering from the scattering function based
on the constraint that the PDF should be featureless at low distances
[127]. This cleans up much of the low-r noise in the extracted D(r) and
removes the corresponding noise from the scattering function (typically
with long period in Q).

GUDRUN also includes the use of a more sophisticated form of the
modification function presented in equation (21) [119,131]. This allows
for a broadening of the peaks in the PDF that varies with r, in contrast to
the constant broadening given by equation (21). It has been shown that
the primary effect of this is to better suppress the effects of noise at higher
values of Q in the scattering function [131].

One consideration for the user is that although some analysis
methods, as discussed in the first three parts of Section 5, only make use
of the PDF, other methods may require an accurate scattering function
too. The Reverse Monte Carlo method, Section 5.4, is better performed
using both total scattering data and corresponding pair distribution
function, and the Empirical Potential Structure Refinement method,
Section 5.5, only uses the total scattering data. The ability of software to
generate both PDF and properly corrected and normalised scattering data
is likely to be an important consideration for the researcher.

4.2. X-ray total scattering

The situation for x-ray total scattering has some advantages and some
disadvantages compared to the situation for neutron total scattering. The
primary advantage of x-ray total scattering is that the energy of the beam
is so much higher than the excitations in the sample that there is no need
for a Placzek correction, which is the major cause of uncertainty when
extracting the PDF from neutron total scattering data.

Analysis of x-ray total scattering data has been discussed in great
detail by Soper and Barney [119], and the reader is referred to their
paper for more information than is appropriate here. Although a second
advantage of x-ray over neutron total scatteringmethods is the absence of
incoherent scattering, there are additional contributions to the mea-
surement from both fluorescence and Compton scattering, which must be
taken into account within the data processing.

What is often not fully appreciated is that the PDF obtained by x-ray
total scattering for a material containing more than one element is not
quite a true PDF. Central to the discussion in Section 2 is the idea that an
atom can be defined as having a position at a point in space. Given that
the size of an atomic nucleus is 4–5 orders of magnitude smaller than the
wavelength of a neutron beam, neutron scattering is effectively from
point particles as far the precision of the measurement is concerned. If all
atoms are at rest, the atomic density ρ(r) can be described as a set of Dirac
δ-functions at positions rj. The PDF actually corresponds to the convo-
lution ρ(r) � ρ(� r), and if all atoms are at rest the neutron PDF will be
given by a set of δ-functions at positions r¼ ri� rj collapsed onto one
dimension. In fact atoms are not at rest, so the peaks are convolved with a
function describing the correlated motions of both atoms in a given pair
(at large distances, the motions of any two atoms are no longer correlated
so the peaks in the PDF are the convolution of the single-atom distribu-
tion function). In the case of x-ray total scattering, we need to think of an
atom as a position of its centre (defined as for the case of neutron scat-
tering as a δ-function) convolved with the atomic electron density (since
the x-rays are scattered by the electrons). Thus the peaks in the x-ray PDF
will be the δ-functions as in the neutron PDF convolved with a function
describing the thermal motion and then convolved by the functions
describing the electron densities of the two atoms. What this means in
practice can be appreciated by considering the first peak in the PDF,
which will correspond to the shortest ‘chemical bond’ in the material.
Since in this case the outer electrons of both atoms will be touching, the
peak in the x-ray PDF at position r¼ r0 will extend from r¼ 0 to r¼ 2r0.
Clearly this first peak will overlap with the second and third peaks, and
there is likely to be a large peak centred on r¼ 0 extending to around
r¼ r0 which will significantly overlap the low-r tail of the first peak.19

The solution to this problem is relatively simple. The convolution
with electron density in real space will correspond to multiplication by
the Fourier transform of the electron density in Q-space. This is nothing
other than the atomic x-ray scattering function f(Q). Thus by dividing
i(Q) – which in turn has the self scattering removed in Q-space using the
sum of the products fm(Q)fn(Q) – by either hf2(Q)i or hf(Q)i2 we can
approximately perform the deconvolution of the atomic electronic den-
sity out of the x-ray PDF. Because different parts of the x-ray PDF will
depend on different pairs of atoms, and because we do not have access to
the set of partial PDFs gmn(r), this procedure is necessarily approximate.
This is why we are free to choose from either of the two scalings we have
given. But it also means that the x-ray PDF is not quite as quantitative in a
peak-by-peak way as the neutron PDF. Any quantitative analysis of the x-
ray PDF will need to take this point into account.

As discussed in the previous part, there are two major software
products for the treatment of x-ray total scattering data, coming from the
same two groups as before. These are GUDRUNX [118,119] and PDFgetX
[132]. Again, which software you use will depend on your local support
scientists. Similarly, which additional correction measurements made
may depend on the local custom. For example, measurement of an empty
instrument is essential for GUDRUNX but not for PDFgetX.

5. Analysis of the PDF

5.1. Fingerprint-type analysis

Fingerprint analysis is common in many sciences. An unknown
sample will be composed of one or more constituents, and the task is to
identify these constituents by comparing experimental data with a
database of results for many pure phases. There may be many different
types of experimental ‘spectra’ that can be used to identify constituent
parts, such as vibrational spectra or x-ray powder diffraction patterns.
The task is to match the spectrum from the sample with entries in a

19 This peak is a rigorous δ-function in the neutron PDF and thus was easy to
exclude by the removal of the self-scattering term.
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database containing the spectra of pure materials. If vibrational spec-
troscopy is used, it can be possible to identify specific structural elements
such as stretching of a particular type of chemical bond or flexing of a
bond angle. If x-ray powder diffraction is used, the angles and intensities
of sharp Bragg peaks can be used to identify specific materials within the
sample.

It is possible to use the PDF of a sample as a type of fingerprint. The
main caveat is that the PDF only contains a few sharp peaks, and so phase
matching of the sort done using Bragg scatteringmay bemuch harder. On
the other hand, fingerprinting methods have the potential to provide
unique information in studies of the transformation of a material,
because they can show the presence of new chemical bonds. Thus in a
chemical reaction, the PDF may reveal the presence of specific interme-
diate states from the appearance of new peaks with characteristic bond
lengths.

5.2. Peak fitting

In many cases the first 2–3 peaks in a PDF are in the region of the PDF
where the baseline can be seen clearly, and are not overlapping other
peaks. These peaks can be identified with specific chemical bonds or
close atomic contacts. Typically the peaks in T(r) can be fitted by
Gaussians, giving numerical values for mean position, overall peak area,
and peak width. The mean position can identify specific chemical bonds
and connectivities.

One example is a study of the PDF of amorphous silica [21]. From the
first peak in the PDF it was found that the Si–O bond has a mean distance
of 1.608(4) Å, and the O–O distance is 2.626(6) Å. Since the O–O distance
is equal to

ffiffiffiffiffiffiffiffi
8=3

p
times the Si–O distance, this configuration appears to

represent the existence of SiO4 tetrahedra as in crystalline forms of silica.
The third peak represents the Si–Si distance, at distance of 3.077 Å [133].
Combined with the Si–O distance, this value implies that the mean
Si–O–Si angle is 146�. This is consistent with subsequent structural
studies of amorphous silica [32].

This example demonstrates how analysis of the positions of the first
few peaks in the PDF can give information about the geometry of the
local atomic structure, but this picture can be confirmed (or refuted) by
analysis of the integrated intensities of the peaks. From the definition of
the function gmn(r), if the peak exists between limits r0 �Δr, the number
of neighbours will be equal to

Nmnðr0Þ ¼ 4πρcn

Z r0þΔr

r0�Δr
r2gmnðrÞ dr

¼ 4πρ
cmbmbn

Z r0þΔr

r0�Δr
rTðrÞ dr

(27)

The same study of silica showed that on average the Si atoms have
3.85(16) O neighbours, and each O atom has 5.94(23) O neighbours.
These results are within error of the ideal values of 4 and 6 respectively
for a network of connected SiO4 tetrahedra.

Fitting to the peaks of the PDF relies on the accuracy of the first 2–3
peaks. Unfortunately, experience shows that these are the hardest peaks
to obtain with accuracy from transformation of the total scattering data,
in part because they are most susceptible to systematic errors (often
unknown) in the scattering data, and because they are the peaks that are
most susceptible to the effects of termination ripples. We want to stress
that no researcher should ever assume that the PDF they have obtained
from total scattering data are sufficiently reliable for peak-fitting
analysis.

In this regard we cite a recent paper [134], studying the PDF of ScF3
as a function of temperature, where the authors report the results of a
peak-fitting exercise on the first three peaks. The results show a variation
of peak intensity with temperature for each peak, and for one peak the
intensity decreases by as much as 50%. Since this is a crystalline material,

with no diffusional motions, the coordination numbers cannot change
with temperature. The authors “explained” these changes of peak in-
tensity using phrases such as “loss of the coherent fluorine contribution”.
Our own data [20], shown in Fig. 2 does not show the same effect.
Application of Occam’s razor suggests to us that the cause of unexpected
results from an analysis of PDF data is more likely to be from systematic
errors in the data rather than from some “new physics”. In this regard we
note that the PDF data these authors were working with were not placed
on an absolute scale or on a normalised scale, so the peak intensities
could not be converted into coordination numbers. Conversion to an
absolute scale would have given a clearer check of the plausibility of the
values of the peak integrations.

Because it is possible that the first peaks in the PDF are vulnerable to
the effects of unknown systematic errors, we consider that it is essential
whenever possible to test a PDF by using any of the methods discussed in
the next parts of this section. This is what is displayed in Fig. 2, where the
experimental PDF is compared with the results of a Reverse Monte Carlo
simulation (discussed below). Because the simulation model is for a
crystal, it necessarily has fixed values for all coordination numbers and
hence for peak intensities. If the experiment and simulation disagree
regarding the intensities of peaks, it is most probably the data that are at
fault. In this case, the simulationmethod is able to give a direct indication
of the quality of the PDF. Of course, for a fluid or glass we do not have the
same opportunity, but the experience with crystalline materials should
warn researchers against a simple trust of the data. Instead, we urge a
critical analysis of the raw of data, as was exemplified in early work on
amorphous silica and other examples [21,25,26,135].

5.3. Fitting the whole PDF

One of the great successes of powder diffraction, whether with neu-
trons or x-rays, is theRietveldmethod. In this approach, thewhole powder
diffraction pattern is fitted with a model that includes the details of the
crystal structure (lattice parameters, atomic coordinates, atomic
displacement parameters, site occupancies), parameters for the functions
describing the shapes of the diffraction peaks (both intrinsic to the in-
strument, including the instrument resolution, and to the sample,
including particle size effects, and internal stresses), and functions to
describe the background [136]. This has inspired the development of
methods tofit thewhole PDF in a similarway,fitting the details of a crystal
structure which determine the positions and intensities of the peaks in the
PDF, parameters describing the widths of the PDF peaks, together with
some parameters associated with the sample (such as particle size) and
instrument (such as the effects from maximum Q) [116].

Merely fitting a known crystal structure to a PDF has limited value,
particularly if the crystal structure is ordered. In such cases normal
Rietveld analysis from powder diffraction data will be both faster in
terms of data collection and more accurate in the analysis. However,
there are two clear cases where there is considerable value in fitting a
model to the PDF.

The first case is when the local structure is different from the average
crystal structure. In that case it is possible to fit the short-distance part of
the PDF with one model and the longer-distance part with an average
crystal structure, showing how the local structure deviates from the
average structure. ScF3 provides a clear example of this, where the Sc–F
distance in the PDF will be longer than that deduced from the crystal
structure [20,81].

One example using fitting to the neutron PDF is in the study of the
Jahn-Teller-driven phase transition in LaMnO3 [137] and the doped
material La1�xCaxMnO3 [138]. The Jahn-Teller effect causes distortion of
theMnO6 octahedra, giving rise to different bond lengths that can be seen
in diffraction results, with the crystal having orthorhombic symmetry. At
TJT ~ 750 K there is disordering of these distortions with a first-order
transition, and although the crystal retains the same symmetry it is
much closer to the parent cubic phase with near-perfect octahedra. In
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order to model the PDF data, the analysis fitted different models to the
PDF over different ranges of distance. The longer-distance part of the PDF
reflected the long-range atom–atom correlations in the average structure.
However, at short distances the Jahn-Teller distortions are clearly seen in
the local structure but without long-range ordering, and thus the
short-range part of the PDF was fitted with a model that represented
clustering of local distortions. Clusters of short-range ordering of the
distorted MnO6 octahedra were found to extend in size to the distance of
4 octahedra, and to temperatures significantly above TJT. The effects of
substitution of some lanthanum cations by calcium showed a changing
size of the Jahn-Teller distortion with composition. One example of the
PDF fitting in the latter case [138] is shown in Fig. 11, illustrating the
quality of fit that can be achieved.

The second important use in fitting the whole PDF is in the study of
nanoscale clusters. On one hand, this approach can confirm any link
between the atomic structure of the cluster to that of known crystal
phases. On the other hand, it is possible to extract a good estimate of the
size of the nanoscale cluster directly from the fitting procedure [139].

The main software for fitting a crystal structure to the PDF has for a
long time been PDFfit [116,140], which is available as part of the PDFgui
suite of software [116,141]. The software is developed using Python, and
the user will install a basic layer of this language to enable PDFfit to run.
The software is accessed through a graphical user interface. More recent
versions of the crystallographic software Topas [142] now offer the op-
portunity to fit an atomic structure to a PDF. Topas is a commercial
product. It offers the user the capability of creating custom scripts rather
than providing all functionality through a user interface. Communities of
researchers, typically based around a facility and its users, may develop
scripts that can provide a wide range of functionalities within Topas.

Recently a new approach to the fitting of the PDF for a crystalline
material has been developed based on fitting patterns of atomics dis-
placements associated with symmetry-adapted normal modes [143],
rather than fitting a set of atomic positions. This has been tested on some
materials showing negative thermal expansion [144,145], and on the
ferroelectric BaTiO3 under pressure [146]. We understand that will be
developed as a general user tool.

5.4. The reverse Monte Carlo method

The objective of the Reverse Monte Carlo (RMC) method is to generate
one or more large-scale atomic configurations that are consistent with the
experimental data [147–150]. For fluids and amorphous materials, the
data sets consist of total scattering data – neutron or x-ray – and

associated PDF data.20 For the study of crystalline materials it has been
found to be useful to include the Bragg diffraction data too, so that the
RMC has data both about local structure and long-range average struc-
ture [122,151,152]. The simulation engine is the Monte Carlo method,
selecting atoms for random displacements, with the move accepted or
rejected according to whether the move improves or diminishes the
agreement between experiment and calculated functions. In this sense
the level of agreement, defined as a mean-square difference between
experiment and calculation, plays the role of energy in a more conven-
tional Monte Carlo simulation of condensed matter, with a standard
probability test being used to determine whether to accept or reject
moves that lessen the level of agreement.

One popular ‘complaint’ against the RMC method is that there are
more variables than data points. In general, a system in this state has too
much freedom, and experimental data can be accurately fitted without
the model being realistic. An equally valid, but less-often mentioned,
criticism concerns the fact that the PDF gives average quantities. Consider
a simulation of a tetrahedral system where the average coordination
number given by the first peak in the PDF is 4. Usually we assume that
this average coordination number applies to all sites, whereas in truth
this assumption is derived from chemical insights that are not contained
within the data. Thus theMonte Carlo engine can equally well create sites
of coordination numbers 3 and 5. For this reason, and in the light of the
first criticism, it is often useful to add a number of constraints to the RMC
simulation, such as minimum distances, penalty functions for the crea-
tion of local atomic clusters with ‘wrong’ coordination numbers, and
effective short-range potential energy functions to give reasonable bond
distances and angles. Of course, these are often more easily applied for
RMC studies of crystalline materials.

The most significant drawback of the RMC method compared to
fitting the PDF is the time required. Fitting a PDF can take seconds,
whereas an RMC simulation will take from hours to days. On the other
hand, the main advantage of the RMC simulation is that the use of a large
configuration gives freedom from any constraints imposed by using a
small configuration in the PDF fitting method. Thus it is possible to study
high degrees of disorder.

One other criticism levelled at the RMC method is that as a method
based on statistical mechanics it will naturally increase the degree of
disorder. This criticism is not without merit, but in practice it may not be
important. We are encouraged by the results of studies over a wide range
of temperature, such as that of ScF3 [20] fromwhich the data in Fig. 2 are
obtained. On varying temperature, it is found that the variances of
various fluctuations increase linearly with temperature, consistent with a
solid for which the primary interactions are harmonic-like (including the
case where anharmonic interactions lead to a renormalised harmonic
model). Some results will be shown later in Section 7.2. This consistent
behaviour found for independent data sets at different temperatures

Fig. 11. Fitted PDF of La1�xCaxMnO3, with x¼ 0.22 [138]. The circles repre-
sent the data, and the red curve is the calculated PDF. The green curve shows the
difference between model and data. The authors have correctly shown the data
down to r¼ 0, as recommended by Adrian Wright [21] and as discussed in
Section 2.3. Note that what these authors have called G(r) is what we and others
call D(r) [23]; see our discussion of nomenclature in Section 2.4. (For inter-
pretation of the references to colour in this figure legend, the reader is referred
to the Web version of this article.)

20 One technical point to note is that the PDF can only extend to a maximum
distance, rmax, equal to half the shortest period distance in the configuration
supercell, which often will be the shortest configuration dimension. The calcu-
lated scattering function to be used in the RMC, typically i(Q), will be obtained
from the Fourier transform of the D(r) obtained from the RMC configuration.
Because rmax will be relatively small, perhaps around 25 Å, the Fourier transform
to generate the calculated scattering function will show truncation ripples
similar to those produced in the inverse transform to generate the PDF from
experiment Qi(Q) data available only for Q<Qmax. Thus within the RMC
method the experimental scattering data will be convolved with a sinc function
based on the size of rmax to enable accurate comparison between the calculated
and experimental scattering function. Specifically this convolution is given by
the equation

i
0 ðQÞ ¼ 1

π

Z
iðQ0 Þ sinðrmaxðQ� Q

0 Þ=2Þ
Q� Q0 dQ

0
:

M.T. Dove, G. Li Nuclear Analysis 1 (2022) 100037

18

mailto:Image of Fig. 11|eps


gives confidence that the RMC method is giving realistic atomic
configurations.

Although the RMC method was initially developed as a tool to give
better quantitative information about the atomic structures of fluids and
glasses [147–150] – and indeed there are many successful applications of
the RMC for these cases – it is our contention that disordered crystalline
materials are actually the ‘sweet spot’ for the RMCmethod. For crystals we
can explicitly include the Bragg scattering data in the data set along with
the PDF and total scattering data, Whereas the PDF and total scattering
data provide information about the local structure, the Bragg scattering
data fitted by calculations of the crystallographic structure factor also give
information to the RMC simulation about the average spatial atomic
density. Through the indexing of diffraction peaks by the Miller indices,
which reflect the three-dimensional lattice planes from which the Bragg
peaks are diffracted, the use of the Bragg scattering data gives some
three-dimensional information to the RMC simulation. Furthermore, the
existence of the crystal structure imposes a number of constraints on the
simulation, leaving the RMC method free to generate information about
fluctuations from the average structure rather than finding an overall
atomic structure from a situation with limited prior information.

As with any data-modelling tool, it is essential that the researcher
applies some critical analysis to the results. This is perhaps more
important with RMC modelling than for PDF fitting in one respect: the
fact that there are pitfalls associated with the large number of variables in
the modelling means that it is always essential that the models are
checked for reasonable behaviour and consistency. All four of the
modelling methods discussed in this section are highly susceptible to
errors in the data, and as we stress several times in this article we strongly
urge researchers to be aware of the quality of their data. In the case of
fitting to the PDF, errors in the data are most likely to be reflected in
significant differences between the experimental and calculated PDFs,
but in the case of RMC errors in the data are likely to be fitted because of
the large number of degrees of freedom if the weighting of the constraints
is not sufficiently large.

The original RMC programs [153,154] have been superseded by two
that are under continuous development. RMCþþ is the natural successor
software [155], and there have been several additional developments
[156,157]. RMCprofile was developed independently from the original
RMC program with the specific intention to have applications to crys-
talline materials by explicitly including the information contained within
Bragg scattering data [152]. This too has benefitted from ongoing
development.

5.5. Empirical Potential Structure Refinement method

The Empirical Potential Structure Refinement (EPSR) method is
conceptually similar to the RMC method, using a Monte Carlo engine to
drive a configuration of atoms towards best agreement with experimental
data, but it makes much more use of interatomic potentials than does the
RMC method [158–160]. There are two types of potential energy func-
tions. One, the reference potential, includes a set of standard potentials
suitable for the problem under study, and can include models from the
wider scientific community that have been shown to be reliable for the
system under study. The other is the empirical potential, which is a func-
tion that is adjusted within the EPSR simulation to help guide the atomic
or molecular configuration to give results that are in best agreement with
experimental data. The use of the empirical potential accounts for dif-
ferences between the predictions of the reference potential and the
experimental data.

Where the EPSR method has a distinct advantage over a more general
RMC approach is for the study of molecular fluids [161]. This is a
particularly challenging problem for data-driven simulations of highly
disordered materials. The main problem with data-driven simulations is
that there is nothing in the data per se that can directly match features in
the data to specific aspects of the atomic structure. For example, in a fluid
of a molecular hydrocarbon molecule, the data do not come labelled with

the information that the first two peaks in the PDF correspond to the C–H
and C–C bonds respectively, and trying to label the peaks in the PDF of a
fluid is practically impossible.21 If the constraints of the simulation allow
atoms to move far enough to give large changes in the structure, they can
be re-arranged in any manner that may match the PDF data but with
inappropriate bonds. Thus it is essential to provide some significant
chemical knowledge to work in tandem with the data to guide the evo-
lution of the simulation towards the a realistic configuration. The EPSR
method achieves this through its significant use of realistic intra-
molecular and intermolecular potentials. The potentials guide the evo-
lution of the simulation whilst ensuring that the molecules retain
integrity, and ensuring that they are able to move during the simulation
beyond merely fluctuating about the starting state. In this sense the EPSR
method achieves the best of both worlds: it takes the advantages of
simulation methods based on potentials with the drive towards gener-
ating configurations that are in good agreement with experiment.

Interestingly the EPSR method primarily uses the total scattering data
and not the corresponding PDF. Indeed, the philosophy is that with best
agreement with the total scattering, the PDF from the configuration is the
best estimate of the true PDF. In our opinion this is not an unreasonable
philosophy, and has the benefit that the PDF will be free of many of the
artefacts identified in Section 4.1. In this sense, the EPSRmodel is exactly
the opposite of PDF-fitting methods (Section 5.3).

The EPSR method is capable of giving information about quite com-
plex systems. One example will be discussed in more detail in Section 7.4,
which describes a study of a solution of four different molecules. In
addition to being used to analyse data from complex fluids, the EPSR
method has also been used for the challenging study of fluids (liquids and
gases) in confinement within porous media [162,163], and for under-
standing the structures of micelles in solutions [164,165].

For a long time the main software for the EPSR method was an
eponymously-named program written and maintained by Alan Soper
[159]. More recently, Tristan Youngs has developed a new version called
Dissolve [166], and Changli Ma et al. have developed a version called
NeuDATool [167].

5.6. Comparison and guidance

It is worth comparing these different approaches in terms of which
approach might be appropriate for different applications.

In truth the finger-print analysis may generally be more useful with
synchrotron radiation, simply because the much shorter measurement
timesmake synchrotron radiation better for studying processes that change
with time. That said, there is a sense in which our example described in
Section 7.1 can be said to be a finger-print analysis, where we compared
calculated andmeasured total scattering data to assess the ‘correctness’ of a
proposed model, where fitting turned out to be too difficult.

Peak fitting is a natural first step in quantitative analysis, but as we
stressed it needs the highest quality data. It makes most sense to fit the
T(r) function, but this means that the extracted D(r) function needs to be
accurately known (by which we mean that the low-r part should have a
recognisable baseline, and the data not be on an unknown scale). For
some investigations, where to know the distances between neighbouring
atoms is the primary objective, careful peak fitting is the good approach.
For example, author MTD’s first experience using PDF methods [168]
was to show that the mean instantaneous Si–O bond length in the

21 This is primarily a problem for fluids and glasses, and less of a problem for
crystalline materials. We note that RMCprofile [152] does in fact attempt to link
features of the short-distance part of the PDF with specific pairs of atoms
through the use of the ‘distance window’ constraint, by allowing preassigned
pairs of atoms to only move within a given range of separations. RMCprofile,
and the program RMC_POT [157] developed for molecular fluids, also allow the
use of molecular potentials within individual molecules of small atomic clusters
to help the RMC simulation preserve the shape of the molecules.
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high-temperature cubic phase of cristobalite (a polymorph of SiO2) is
longer than indicated by the ordered crystal structure, demonstrating
that the local structure must have disorder. Using a fingerprint approach,
it was also clearly seen that the disordered phase does not consist of small
dynamic domains with the structure of the low-temperature tetragonal
phase or of another hypothetical phase [41]. Similarly, using peak-fitting
methods Hu et al. [169] showed that the mean instantaneous Sc–F bond
length in ScF3 is longer than would be indicated by the average crystal
structure, and that the negative thermal expansion in this material must
show rotations of the bond.

By far the most popular quantitative approach to analysing the PDF in
recent years has been to fit the PDF with a model crystal structure using a
least squares method. For modest degrees of disorder, this approach can
show fluctuations of the local structure from the mean. Perhaps the most
widespread application has been in the study of nano-materials, where
the key application is to identify the atomic structure within the nano-
particle and the size. This is to our mind the key application of the
method, and is unrivalled by any of the other methods.

PDF fitting methods have become colloquially known by the name
small box methods, because the simulation sample is the size of one or two
unit cells. The RMC and EPSR methods are then given the colloquial
name large box methods, because they contain many more atoms within
their configurations. In small box modelling, least squares fitting
methods are appropriate for the small number of variables, but for the
two large box methods there are simply too many variables for robust
refinements of the configurations, and so Monte Carlo methods are a
more appropriate minimisation method.

The primary reason for choosing one of the large box methods is to be
able to use PDF methods to study systems containing a high degree of
disorder. Examples range from fluids to crystals in which some compo-
nents are highly disordered. This case can also include vibrational dis-
order in crystals. Consider that in the case of a crystal system where the
primary atomic fluctuations are due to harmonic-like waves, in order to
properly simulate a system it is necessary to have a configuration that is
large enough to support a sufficient number of waves. For a cubic crystal
with a configuration generated as a N�N�N supercell of unit cells,
there will be N3 wave vectors in the first Brillouin zone of the simulation
configuration arranged in a regular grid, with separation of size a*/N. As
in a molecular dynamics simulation, a small sample will lead to insuffi-
cient sampling of wave vectors in reciprocal space.22

The question of whether to use RMC or EPSR methods hinges on the
problem being studied. For a molecular fluid, the constraints imposed by
the use of robust interatomic potentials may point to the use of EPSR
methods being most appropriate. On the other hand, for studies of
crystalline materials, RMC methods that explicitly include the informa-
tion contained within the Bragg peaks give the most sensible approach,
not least because these methods also contain constraints that overcome
some of the potential problems with RMC-based methods.

6. PDF studies in the 2020s

Before we give a number of examples of various uses of PDF methods,
it is useful at this point to reflect on the background information pre-
sented so far and to make some points about contemporary PDF studies.

PDF methods are not easy, and some would say they are hard. In
principle the task sounds straightforward: collect total scattering data,
remove backgrounds and account for attenuations from the various
components of the instrumentation and aspects of the experimental
setup, normalise all the individual detectors, take account of factors such
as incoherent scattering, attenuation by the sample, multiple scattering
and some effects associated with inelastic scattering, subtract the self
scattering, and then perform the Fourier transform to give the PDF.

However, the fact that we have already pointed out a number of prob-
lems, including the existence of systematic errors of unknown origin,
should have sent a warning that PDF methods are far from automatic and
straightforward.

The problem is not helped by the pressure users feel to maximise the
number of measurements that they can perform in an allocated period of
time on the neutron beam. Originally it was expected that a careful
experiment would have long running time, and be performed usually
only at ambient temperature. Now there is pressure on users to reduce
running time in order to secure more measurements, and there is simi-
larly pressure on neutron facilities to promote the speed at which a PDF
can be measured. This pressure partly comes from the very fast running
times that can be achieved at synchrotron radiation facilities.

In short, there was once a time when PDF measurements were the
preserve of a select group of professionals. Now it is right that PDF
methods should be de-professionalised. However, the problems do not
evaporate simply because we say the method has become de-
professionalised. Total scattering data that are obtained in too short a
time, and then poorly normalised and transformed to the PDF without
sufficient care, may not be fit for purpose.

We recommend the reader to look back at some of the earlier work by
Adrian Wright, one of the pioneers of modern neutron PDF methods [21,
25,26,135,170]. His work straddled across the transition from
reactor-based instrumentation to the use of spallation neutron sources. It
is an exemplar of how to obtain PDFs of high quantitative value, and to
our minds this work provides the benchmark for the standard of work
that should be obtained in modern experiments.

7. Examples of PDF studies

7.1. Atomic structure of an organic amorphous network

There is great interest in finding new porous materials, and one class
of such materials is based on networks of points with tetrahedral con-
nections. Crystalline examples are silicon and diamond, and the various
phases of SiO2 at ambient pressure. SiO2 has a higher degree of porosity
than elemental silicon because the Si–Si distances – the distances be-
tween the tetrahedral points – are stretched by including the interme-
diate oxygen atom to create Si–O–Si linkages. If the single oxygen atom is
replaced by a molecular anion, as in Si(NCN)2 [172–175], Zn(CN)2 [176]
and Zn(C3N2H3)2 [177], even greater porosity is created. However, in the
crystalline networks such as Si(NCN)2 and Zn(CN)2 the large voids are
filled by a second identical sublattice to create structures with two
interpenetrating networks. In that case, amorphous networks of such
systems may be more promising, because the long-range disorder of the
atomic structure prohibits the co-existence of interpenetrating networks.

We recently showed that the amorphous phase of zinc imidazolate,
Zn(C3N2H3)2, gives total scattering and associated PDFs that are consis-
tent with a continuous random network of tetrahedral Zn sites that are
connected via the molecular ligands [113], exactly as in amorphous SiO2
[32]. The atomic structure of this phase was refined using the RMC
method. More recently a new highly-porous amorphous material has
been created, in which carbon atoms on tetrahedral sites are connected
via biphenyl moieties [178]. Whilst many aspects of such materials can
be characterised by methods that can measure porosity and inner surface
areas, the best that standard x-ray diffraction can do is point to the
absence of Bragg peaks and hence demonstrate that the material is
amorphous.

We have recently tackled the challenge of identifying the atomic
structure of this new network – called PAF-1 (Porous Aromatic Frame-
work (PAF) number 1) [178] – using a combination of neutron total
scattering and molecular dynamics simulations [171]. For this work we
exploited the fact that the neutron scattering lengths of the two isotopes

22 If the value of N is chosen badly, such as an odd number, the sampling of
reciprocal space may be badly biased.
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of hydrogen, 1H and 2H, have different signs of their scattering lengths b
(recall the role of this parameter in equations in Section 2).23 Thus
samples containing different amounts of 1H and 2H were prepared, and
total scattering was measured using the NIMROD diffractometer at ISIS
[98,99,107]. Recall that this instrument is optimised for total scattering
from light elements (Section 4.1).

Ideally the structure of PAF-1 would have been refined using the RMC
method, but it was found in the experiments that there was significant
small-angle scattering varying as Q�4 and overlapping too much with the
low-Q part of the total scattering signal. It was not possible to remove the
small angle scattering with sufficient accuracy to enable transformation
of the total scattering data to give the PDFs. Thus the approach taken was
to use the total scattering data for different 1H/2H ratios to confirm the
validity of a model for the atomic structure.

The atomic configurations were generated by first decorating a set of
continuous random networks of tetrahedral sites with the connecting
biphenyl moieties, using a simple Monte Carlo algorithm to avoid close
H–H contacts, and then relaxing the structure with the molecular dy-
namics (MD) method with well-tested force fields. Full details are given
by Cai et al. [171]. An example of one atomic configuration is given in
Fig. 12a. The atomic structures were then used to calculate the partial
d(r) functions for all three atom pairs (as defined in the discussion leading
to equations (17) and (18)), as shown in Fig. 12b. These were combined
using equation (18) with appropriate values of the neutron scattering
lengths for the different samples, and transformed to give Qi(Q) for each
sample. The calculated Qi(Q) functions were then compared with the
neutron total scattering measurements; one example is given in Fig. 12c.
The consistent agreement between calculation and experiment for
different 1H/2H ratios confirmed that the configurations generated by the
MD simulations are a good representation of the atomic structure. On this
basis, it was then possible to analyse various aspects of the atomic
structure with some degree of confidence.

One interesting feature of the partial d(r) functions shown in Fig. 12b
are the long-wavelength oscillations extending to high values of r. Their
Fourier transform gives a sharp peak at a low value of Q, approximately
0.45 Å�1. This is seen in the calculated Qi(Q) functions, Fig. 12c, and is
seen in the experimental data as a peak superimposed on the rising small
angle scattering. Cai et al. [171] pointed out that this peak is directly
analogous to the first sharp diffraction peak seen in amorphous silica,
which has attracted considerable interest, as well as controversy, over
many years [179–184].

There is of course a long history of using PDF methods for studying
amorphous materials. We can cite the example of silica glass [21]. The
first serious study, using x-ray PDF methods with a combination of ra-
diation from copper and molybdenum targets, was performed as early as
the 1930s [185,186]. This work led to an understanding that the atomic
structure of silica glass consists of SiO4 tetrahedra as discussed in Section
5.2. Many other amorphous systems have been studied by PDF analysis,
including oxides, chalcogenides, and hybrid metal-organic frameworks
[113].

7.2. Negative thermal expansion in scandium trifluoride

Having several times in this paper cited data from our study of ScF3
[20], and shown some examples (Figs. 2, 9 and 10), it is fitting to tell the
scientific story that prompted this work. ScF3, whose crystal structure is
shown at the top of Fig. 2, is one of the more-important materials that
shows the anomalous property of negative thermal expansion (NTE)
[187]. Its importance comes from two features: one is that its crystal

structure is relatively simple and isotropic, and the other is that the
negative thermal expansion exists for a wide range of temperatures.

Total scattering data for ScF3 were obtained across a wide range of
temperatures using the POLARIS diffractometer at ISIS [92,93], from
which the PDFs were extracted. The full set of total scattering data, PDFs
and Bragg diffraction patterns were used as the data in RMC refinements.
The quality of the agreement between the RMC results and data is indi-
cated in Fig. 2. The configurations obtained from the RMC were analysed
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Fig. 12. a) One atomic configuration of PAF-1 obtained from MD simulation. b)
Partial d(r) functions for all three atomic pairs in PAF-1, calculated from the
atomic configurations obtained from MD simulation. c) Calculated Qi(Q) func-
tion for one 1H/2H configuration (red curve) compared with corresponding
experimental neutron total scattering data (black points). Data are from the
paper of Cai et al. [171]. (For interpretation of the references to colour in this
figure legend, the reader is referred to the Web version of this article.)

23 It is one of the interesting, and sometimes useful, features of neutron scat-
tering that for some atomic isotopes the scattering length b has a negative value
[120,121]. This reflects a change in the sign of the wave function during the
scattering process. Other examples are 7Li, and the standard isotopes of titat-
nium and manganese. This is discussed in the Appendix.
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to give information supporting our quest to understand the NTE in ScF3.
Fig. 13a shows a comparison of the temperature-dependence of

various short-range distances in ScF3. The interesting point is that the
Sc–F bond length is seen to have normal positive thermal expansion for
all temperatures in spite of the NTE seen in the lattice parameter and
Sc–Sc closest distance. This result has been seen in independent studies
using both neutron [134] and x-ray [144,169] total scattering methods.
The most obvious point to be drawn from these data is that the NTE arises
from rotations of the Sc–F bonds. Given that the crystal structure contains
linear Sc–F–Sc linkages, rotations of the Sc–F bonds leads to large
transverse displacements of the fluorine atoms (as displayed in the rep-
resentation of the crystal structure shown in Fig. 2), and since the Sc–F
bonds are relatively stiff, these motions pull the two Sc atoms towards
each other. Since the amplitudes increase with temperature, this inward
pull also increases with temperature, and hence we have a simple un-
derstanding of NTE.

To stop at this point is too soon. As we argued in our paper [20],
whilst this idea contains some elements of the truth, there are also pre-
vailing objections that need to be dealt with. In particular, it is usually the
case that the motions of any one atom is correlated with the motions of its
neighbours, and this correlation is seen in the shape of the phonon
dispersion curves. The argument we have given is that NTE is enabled by
the possibility for the ScF6 octahedra to rotate in concert with their
neighbours without distortion in the set of vibrations we have called
‘Rigid Unit Modes’ (RUMs) [188,189]. These modes, which provide the
rotations of the Sc–F bonds in this mechanism for NTE [190], will have
low frequency and hence large amplitude. This is essential; if the vibra-
tional modes for rotations of the Sc–F bonds are high frequency, they will
not have sufficient impact to give an overall NTE given that the Sc–F

bond has normal positive thermal expansion.
Fig. 13b presents the more important results from the study. In this

figure we compare the fluctuations of three angles, namely the linear
Sc–F–Sc angle, the octahedral F–Sc–F right angle, and the overall rotation
of the ScF6 octahedra. The largest fluctuation is for the Sc–F–Sc angle,
which reflects the mechanism for the NTE in terms of transverse motions
of the fluorine atoms. The other two fluctuations are of similar size,
indicating that the whole body rotations and bond-bending distortions of
the ScF6 octahedra are of similar amplitude.

The important point of this work was to understand the nature of the
fluctuations that provide the mechanism for NTE in ScF3, given that NTE
is not observed in cubic perovskite oxides which have essentially the
same crystal structure, albeit with an additional cation located in the
centre of the unit cell (defined with Sc atoms on the corners). The key
outcome of this study, particularly when combined with molecular dy-
namics simulations on a simple model and calculations of phonon
dispersion curves using Density Functional Theory methods [191], was
that the origin of the NTE is associatedwith the RUMs involving rotations
of the ScF6 octahedra, but for this to be significant it is a necessary
condition that the ScF6 octahedra are more flexible than their oxide
counterparts. In this way the effects associated with the RUMs can also be
enacted by the set of phonons that have wave vectors close to those of the
RUMs and atomic motions that are RUM-like but involving some poly-
hedral bond-bending.

This example shows how PDF studies, in this case coupled with RMC
modelling, can give unique information about anomalous material
properties, particularly the links with fluctuations in the local atomic
structure. Other examples where PDF studies have been used to give
insights into NTE materials include Zn(CN)2 [192,193] and some other
cyanide compounds [192–197], Cu2O and Ag2O [198,199], and ZrW2O8

[200–202].

7.3. Local order in high-entropy alloys

High-entropy alloys (HEA) are metallic alloys containing a few
principal elements in more-or-less equal quantities [203]. These form
with full disorder of the atoms across a simple crystal structure (body--
centred or face-centred cubic) without the formation of ordered regions.
It has been found that HEAs may have some advantages over conven-
tional alloys in terms of their mechanical properties, such as having
greater resilience against fracture with higher tensile strengths, and
higher strength-to-weight ratios. It has also been suggested that it is the
entropy arising from distributing equal numbers of different atoms over
the crystallographic sites that gives these alloys their thermodynamic
stability.

Nygård et al. have recently reported a study of the HEAs TiVNb,
TiVZrNb and TiVZrNbHf (3–5 components) using both neutron and x-ray
PDF methods, with analysis by the RMC method [24]. These composi-
tions were chosen so that the range of size differences varies from just
over 4% to nearly 7%. This is actually an excellent example of the
complementary use of the two types of radiation. As noted before, the
x-ray scattering factor is proportional to the atomic number, so in the
5-component alloy the Ti and V (21, 22) have almost the same scattering
factors, as do Zr and Nb (40, 41), with Hf having substantially larger
scattering factor (72). Neutron scattering provides some contrast. Ti has a
negative scattering length, and the scattering length of V is virtually zero.
On the other hand, the other three elements have nearly the same
neutron scattering length. This means that contrast between Hf and other
elements is given in the x-ray PDF, whereas neither x-rays nor neutrons
will distinguish between Zr and Nb. These alloys all have body-centred
cubic structures. Samples were also made that contain absorbed deute-
rium, with approximately twice as many deuterium atoms as metal
atoms, and these materials have a face-centred cubic crystal structure.

The RMC results showed that the distributions of the metal atoms in
each sample of HEA was almost completely random, with only a small
and subtle degree of neighbour correlations for distance neighbours. The

Fig. 13. a) Comparison of mean instantaneous nearest Sc–F, F–F and Sc–F
distances, and lattice parameter a, scaled by 1,

ffiffiffi
2

p
, 2 and 2 respectively for easy

comparison. b) Comparison of the mean square fluctuations of the instantaneous
Sc–F–Sc angles, F–Sc–F angles, and ScF6 orientations. Data are from the paper of
Dove et al. [20].
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results also gave indications of the local strains. In the deuterides, the
deuterium atoms occupy the tetrahedral sites of the cubic close-packed
allow structure, to form a CaF2-type structure. A slightly higher degree
of metal site ordering was found, particularly with regard to favoured
neighbours for the deuterium atoms.

The same group also conducted a similar study of the deuterium-
containing alloy Ti0.63V0.27Fe0.10D1.73 in an investigation of the use of
alloys for storage of hydrogen [204]. In this case the question they were
investigating concerned the role of iron content in limiting hydrogen
uptake into Ti–V alloys. The RMC modelling showed the presence of
Fe-rich clusters, and that the majority of the vacant interstitial sites were
within these clusters.

There is also interest in an analogous HEA effect in oxides. A recent
paper by Bo et al. [205] has used neutron PDF analysis with the RMC
method to study disorder in the cubic pyrochlore Nd2M2O7. In this ma-
terial M is occupied in equal amounts by tantalum, scandium, tin,
hafnium and zirconium. A second measurement was performed on an
oxide in which tantalum was replaced by titanium together with a
charge-balancing addition of oxygen. Experiments were performed on
the NOMAD diffractometer at the SNS [101,102]. The first oxide showed
random arrangements of the M-site cations, whereas the second showed
some ordering of Ti with local octahedral distortions.

7.4. Deep eutectic organic mixtures with water

The use of PDFmethods to study molecular crystals and fluids has been
one of the major areas of application [206]. In this case we face the
requirement to understand information regarding the orientations of mol-
ecules. In the case of crystalline molecular crystals, particularly disordered
crystals, there is interest in understanding the orientations of molecules
within the absolute spatial reference of the crystal lattice. Our own RMC
work on disordered molecular crystals [207–213] has shown that this
applicationcanbevery fruitful.On theotherhand,workonmolecularfluids
faces the harder challenge of describing relative orientations of neigh-
bouringmoleculeswithout anyabsolute spatial reference. ThePDFdoesnot
directly contain this information – technically the PDF only contains in-
formation regarding the distances between pairs of atoms – but modelling
allows the incorporationof constraints, implicitorexplicit, thatwill help the
development of realistic configurations. The local structure within these
configurations can then be analysed, particularly in terms of the correla-
tions involving orientational relationships between groups of atoms and
molecules. This is the subject of this example.

The question of how to describe the relative orientations of molecules
was discussed in detail by Svishchev and Kusalik [214,215] in the context
of simulations of water molecules, with similar developments being
made at the same time by Alan Soper in the context of analysis of the PDF
[216,217]. This led to the introduction of the Spatial Distribution
Function (SDF) as a way to represent the angular distribution of atoms in
one molecule around a central molecule. In the context of PDF work, this
problem led to the ongoing development and refinement of the EPSR
method (Section 5.5) for the analysis of PDF data for molecular fluids.

There is a lot of current interest in solutions of molecules. Much in-
terest concerns a new class of organic solutions called deep eutectic sol-
vents (DESs) [218–221]. These are eutectic mixtures of a salt, such as
choline chloride, [(CH3)3NCH2CH2OH]Cl, which is discussed below, and
an organic component that is capable of hydrogen bonding, such as urea
[222]. Eutectics give the opportunity to have molecules in the solution
state at temperatures well below the melting points of the pure end
member systems. These eutectic mixtures of salts and organic molecules
have the potential to act as industrial solvents across a range of appli-
cation areas with much less environmental risk than with current sol-
vents. Furthermore, the properties of these DESs can be modified by
addition of water, and there is the possibility to fine-tune any DES for a
specific application.

One important organic eutectic system is the solution of choline
chloride and malic acid, C4H6O5, not least because both components can

be naturally sourced. Hammond et al. [224] reported a study of the
atomic structure of this solution, with and without water, using neutron
total scattering data analysed using the EPSR method [158–160]. Ex-
periments were performed with different types of hydrogen/deuterium
substitutions to give give different shades of contrast in the data, similar
to the way that H/D substitution was used in the first example here
(Section 7.1). The same group has recently studied the local atomic
structure around the hydrophobic aromatic molecule indole, C8H7N,
dissolved into this DES in both anhydrous and hydrated states [223],
using the same H/D substitutions, and with experiments performed on
the NIMROD diffractometer at ISIS [98,99,107]. The core results are
summarised visually in Fig. 14, which we now discuss.

Fig. 14 shows a representation of the SDF for several cases, with a
comparison of both nominally anhydrous (0.1 wt% H2O) and hydrated
(11.6 wt% H2O) solvents. The figure shows the isosurfaces for different
species having different orientations with respect to the molecule of in-
terest. The top row in Fig. 14, which considers the average environment
around the choline molecules, shows how the chloride ions associate
with both the –OH group and the part of the molecule with positive
charge. Themolecules of malic acid then arrange to form hydrogen bonds
with each other, with the chloride ions, and with the choline molecules.
It appears that hydration has little effect on this local structure.

The second and third rows of Fig. 14 show the solvation of the indole
molecules by cholinium (yellow) and chloride (green) ions, and by the
malic acid (orange) and water (blue) molecules, respectively. The second
line shows that the chloride ions have a clear interaction with the –NH
groups of the indole molecules, and a second interaction with an acid site
at the opposite side of the molecule. The effect of water within the DES is
to broaden the orientational distribution slightly. The third line shows

Fig. 14. Spatial density function plots for the choline chloride/malic acid deep
eutectic solution containing indole, obtained by EPSR modelling using neutron
total scattering data [223]. The left column shows the nominally anhydrous case
(0.1 wt% H2O) and the right column shows the case with 11.6 wt% H2O. The top
two images show isosurfaces representing the solvation of the choline molecule
by the chloride ion (green surface) and by the malic acid molecule (orange
surface). The middle and bottom pairs of images show the isosurfaces repre-
senting the solvation of the indole molecule by cholinium ions (yellow), chloride
(green), malic acid (orange) and water (blue) surfaces. (For interpretation of the
references to colour in this figure legend, the reader is referred to the Web
version of this article.)
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both the interactions of the indolemolecule withmalic acid andwater. The
most interesting feature identified by the authors [223] is the way in
which the water molecules have come close to the normally hydrophobic
indole molecule, to an extent greater than is accounted for simply from the
concentration of water. On the other hand, the malic acidmolecules do not
interact strongly with the indole molecules in either state of hydration.

Hammond et al. [223] pointed out that if one of the advantages of DESs
is that they can be tuned for specific applications, this requires detailed
understanding of the relationship between local structure and properties.
Without this understanding, the tuning can only be based on iterative
experience rather than rational design. Thus PDF experiments such as those
summarisedhereare of critical importance in the studyof organic solutions.

7.5. Atomic and magnetic structure of iron-oxide nanoparticles

One of the key applications of PDF studies – historically x-ray PDFmore
than neutronPDF – has been in the study of small nanoparticles [225–228],
which included the development of the DISCUS software [225] specifically
for building models of nanoparticles and calculation of the PDF. Much of
thiswork isbeing carried outusing x-rayPDFanalysis [18], but the example
we discuss here is one for which neutrons have some advantages.

Iron oxide nanoparticles, mostly with the spinel structure of notional
composition Fe3O4, have a number of potential applications in both the
technological [230–232] and medical [233–238] areas. The structure of
iron oxide nanoparticles with chemical composition Fe3�xO4, x ~ 0.2,
has recently been investigated using a combination of x-ray and neutron
powder diffraction and total scattering, with data analysed by both the
Rietveld method and PDF fitting [229]. Neutron data were obtained on
the NOMAD diffractometer at the SNS [101,102].

It was found that the atomic structures of the nanoparticles have
spinel form, characteristic of the γ-Fe2O3 structure, with a tetragonal
distortion and space group P43212 [229]. The atomic structure is
shown in Fig. 15, where the image highlights the FeO4 tetrahedra and
FeO6 octahedra, and in particular the ordering of Fe vacancies. A

number of other models were proposed and tested, including a model
in which the nanoparticles have a core of Fe3O4 and a shell of γ-Fe2O3,
but the evidence clearly pointed to a homogenous structure with va-
cancy ordering.

The experiments performed in this study were both x-ray and neutron
PDF measurements. Whilst the x-ray PDF measurements are sensitive
only to atomic structure, the neutron PDF data show effects of magnetic
order. The PDF fittings of the neutron data are shown in Fig. 16. Fitting
without accounting for the magnetic structure was reasonable, but the
difference between the data and fitted PDF showed systematic oscilla-
tions that could be accounted for by inclusion of magnetic order into the
model. This gave an excellent agreement between the fitted PDF and

Fig. 15. Atomic structure of Fe3�xO4, x ~ 0.2, nanoparticles obtained by both
Rietveld analysis and PDF-fitting from neutron scattering data [229]. The
structure is of modified spinel form, with space group P43213. The image shows
FeO4 tetrahedra (black polyhedra), fully-occupied FeO6 octahedra (grey poly-
hedra), and partially occupied FeO6 octahedra (red polyhedra), with oxygen
atoms on the polyhedral corners in each case. (For interpretation of the refer-
ences to colour in this figure legend, the reader is referred to the Web version of
this article.)

Fig. 16. Example of using the method fitting PDF data [116,140], in this case
with PDF data obtained from three iron oxide nanoparticles, synthesised at
temperatures a) 340, b) 390 and c) 440 �C. The data have been fitted using a
spinel structure with tetragonal distortion and one set of vacant iron sites [229].
The grey curves below each data set give the difference between the PDF from
the atomic structure and data, and show oscillations that reflect the magnetic
structure. The red curves overlaying the grey curves represent the fitted mag-
netic contribution, and the blue curve shows the resultant difference between
the overall model (structural and magnetic PDF) and the data. The vertical
dashed line indicates that two ranges of distance were used in the fitting. Note
that what these authors have called G(r) is what we and others call D(r) [23]; see
our discussion of nomenclature in Section 2.4. (For interpretation of the refer-
ences to colour in this figure legend, the reader is referred to the Web version of
this article.)
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data. The analysis of the magnetic PDF showed that the magnetic
structure has ferrimagnetic order, with the magnetic core occupying.

As we noted at the start, most PDF measurements on nanoparticles
have been performed using x-ray facilities. However, there are cases
where the features of neutron scattering can be usefully employed for this
application, as this example shows.

7.6. Spin-ice physics in cadmium cyanide

At high temperature the crystal structure of Cd(CN)2 [239,240] is
isomorphic with that of Zn(CN)2 [240,241], which we have cited above
(Section 7.2) as one of the most important NTE materials [176], and for
which there have been previous PDF studies reported [192,193]. In fact,
the NTE in Cd(CN)2 is 20% larger than in Zn(CN)2 [176]. The crystal
structure of Cd(CN)2 has cubic space group Pn3m, with head-to-tail dis-
order of the cyanide ions [241]. At a temperature of 130 K there is a
structural phase transition [176,242] with lowering of the crystal sym-
metry to the tetragonal space group I41/amd, as shown in Fig. 17. [242,
243]. The lower symmetry then allows for ordering of the head-to-tail
orientations of the cyanide molecules. Coates et al. [243] have
explored this point in more detail recently using a variety of experimental
and simulation techniques, including measurements of the PDF.

Before we discuss the science, it is useful to note that this example
highlights a point that will be discussed in the Appendix (Section 10.3),
namely that natural cadmium contains one isotope, 113Cd (12% abun-
dance), that has a very high absorption of neutrons. Thus natural cad-
mium is really unsuitable for neutron scattering experiments. Because of
this, samples used in this study were made using the 114Cd isotope [243],
which has virtually no absorption of neutrons, and it also has the largest
scattering length of all the other isotopes of Cd.

The neutron PDFs measured in this study are shown in Fig. 18. The
largest effect in D(r) that can be seen across the range of distances for
r> 6 Å is mostly due to the lattice strain associated with the phase
transition, giving more detailed structure in the oscillations. An example
is in the range 25–28 Å, but this sort of change in the PDF on cooling is
seen across the full range of distances. The important region for analysis
of the local ordering of CN anions about the Cd atoms is in the range
3–4 Å.

It was possible from the PDF to extract quantitative information about
the relative populations of different Cd environments, CdCnN4�n, for
different temperatures. The results for the high-temperature cubic phase
are shown in Fig. 19, where they are compared with similar results ob-
tained from 113Cd magic-angle spinning NMR experiments, and also from

Monte Carlo simulations of a parameterised model Hamiltonian [243].
This example shows the value of PDF measurements, with quantita-

tive analysis, used as part of a larger study of a material’s properties using
a range of experimental and simulation techniques. In this study the PDF
gave supporting evidence consistent with the results of other methods,
lending weight to the overall conclusions.

8. Discussion and forward look

We hope that we have given the impression that the situation for sci-
entific research using PDF analysis is very healthy, with good experimental
facilities and analysis methods. It is our conviction that PDF methods can
give unique insights into the atomic structures of disordered materials,
ranging from fluids to weakly-disordered crystalline materials. In many
ways the field has matured in recent years, particularly with faster mea-
surements being possible due to enhanced instrumentation. We are
encouraged that new facilities, such as CSNS in China, automatically
consideredaPDF instrument tobea priority, and enabling it to beoneof the
earliest instruments tocome intooperation.Ontheotherhand, only ISIShas
invested in a deeper way in PDF studies, not only in having four PDF in-
struments instead of just one, but in having some of these instruments
optimised for light elements. It needs to be understood by the scientific
community, and by funders, that providing a solution to the problem of
accurate measurement of PDFs from materials containing light elements is

Fig. 17. Atomic structure of ordered Cd(CN)2 at low temperature (space group
I41/amd) [243]. The image shows Cd-centred tetrahedra (grey polyhedra), with
C and N as black and blue spheres respectively. Each Cd tetrahedron has two
carbon and two nitrogen atoms, with an off-centre position of the Cd atom. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the Web version of this article.)

Fig. 18. Pair distribution function D(r) for Cd(CN)2 for a range of temperatures
encompassing both ordered (T< 130 K) and disordered phases. The figure is
from Coates et al. [243] (Supplementary Information). Again, note that the data
are commendably shown down to r¼ 0.

Fig. 19. Population of different types of cadmium environment in Cd(CN)2 as a
function of temperature. Open squares are the result of analysis of the PDFs,
large open circles are the results from 113Cd magic-angle spinning NMR spectra,
and small circles are from simulation. The figure is from Coates et al. [243].
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not merely a luxury but is essential for much of modern research.
We hope too that we have made clear that measurements of PDFs are

not as trivial as sometimes they can appear to be. That is not a message of
despair, but giving notice that caution should be wisely heeded. It is right
that PDF measurements need to be de-professionalised, because the ad-
vantages of PDF measurements coupled with good analysis are too sig-
nificant for the method to be left only to the professionals. But de-
professionalisation does not mean that users can be absolved of re-
sponsibility. We want to make clear our conviction that users have a
continued responsibility to take ownership of their data, including un-
derstanding issues associated with the quality of their data. Users also
need to do the work required to understand the information contained
within the PDF. In part this will guard against the danger of making
unwarranted claims from their data. We continue to advise that one way
to avoid risks in the interpretation of PDF data is to use models where the
constraints from the model are unambiguous. This includes comparing
the data with models to check issues such as near-neighbour coordination
numbers obtained as integrals of the peaks in the PDF. In this sense, we
advise against the use of data that are not placed on an absolute or
properly normalised scale. We also urge caution in the use of PDF data
that do not appear to be well-behaved in the two limits r→ 0 and r→∞.

Looking to the future, we anticipate a few trends. First, as spallation
neutron sources follow the example of ISIS and add a second target sta-
tion, we envisage the development of more instruments, hopefully taking
seriously (as do ISIS) the need for instruments that are optimised for the
study of materials containing light elements. Most of the current in-
struments are actually simultaneously good diffractometers, and for work
on disordered crystalline materials the ability to measure the total scat-
tering and a high-resolution diffraction pattern simultaneously is essen-
tial. This was, in our opinion, the scientific breakthrough represented by
the development of the GEMdiffractometer at ISIS [28,36,94], because at
that time all PDF instruments had little concern for a simultaneous
diffraction measurement. In this regard, we advocate that instruments
optimised for light elements, where the layout of detectors primarily has
them positioned with smaller scattering angles (‘forward direction’),
should include a set of detectors at a scattering angle close to 90�.24

A second trend for the future, which need not require much develop-
ment, is an increased role of PDF þ RMC analysis for the study of mag-
netic materials. We do not advocate the need for special analysis to give
magnetic PDFs; recall that in the EPSR method there is little emphasis
placed on the overall PDF, with the key data being the total scattering
signal. It is the case that the RMC method also can give the magnetic
ordering and associated fluctuations without needing a special magnetic
PDF to be isolated. However, it is also necessary to ensure that magnetic
scattering isn’t automatically (and unintentionally) excluded from the
data through the data reduction and correction processes.

RMC studies of magnetic structures were first developed by David
Keen and Robert McGreevy [244–247]. This approach was then devel-
oped within the RMCprofile package [152] and has been used for the
study of magnetic order in both the antiferromagnetic and paramagnetic
phases of MnO [248,249] and other examples [250–252]. An excellent
description of the implementation of the RMC method for magnetic
systems has been given within the context of the more-recent SPINVERT
software [253], designed to study paramagnetic disorder rather than
magnetically-ordered phases. Althoughwe have cited several studies, our
feeling is that the potential for studies of magnetic structure using the
RMC method has yet to be unlocked beyond these pioneering studies.

A third trend for the future is to make greater use of combining
neutron and x-ray PDF measurements within a single study. The
complementarity of the two types of radiation means that they give

different views of the atomic structure, with different atom types having
different weightings in the two. Some examples were given earlier in this
paper (Sections 7.3 and 7.5).

A fourth trend will be to use neutron PDF measurements to study local
structure at high pressure [129,254]. This is far from trivial, because the
pressure cells scatter the beam and this scattering needs to be accurately
accounted for. Furthermore, it is possible that the data corrections will be
different at each pressure as the anvils move together and as the
encapsulated sample decreases in size, making the correction measure-
ments complicated.

A fifth trend is to include three-dimensional data. There are a number
of crystalline materials where there is significant structure of the diffuse
scattering in three-dimensional reciprocal space. Sometimes this might
be an arrangement of rods of diffuse scattering, but there may also be
more complicated shapes of diffuse scattering. Given that RMC normally
works with one-dimensional data, much of the information contained
within the three-dimensional shape of the diffuse scattering is lost. Much
of this scattering is at relatively low values of Q, at least compared to the
typical values of Qmax that can be obtained on a neutron total scattering
instrument, so the resolution of this information in real space will be
relatively low. But coupled with the higher-Q data of the total scattering
data, and the three-dimensional indexing of the Bragg scattering data
included in the RMC analysis, inclusion of three-dimensional diffuse
scattering can add significant information. But we do not want to give the
impression that all is lost without three-dimensional data. Interestingly,
PDF þ RMC studies of two polymorphs of silica that undergo displacive
phase transitions were able to accurately capture the extensive three-
dimensional pattern of diffuse scattering naturally without inclusion of
three-dimensional data [255–257]. The route towards modelling based
on three-dimensional diffuse scattering was laid out a decade ago by
Thomas Weber and Arkadiy Simonov [258], and recently this approach
has been developed into an RMC approach for neutron scattering mea-
surements from single crystals in the software rmc-discord by Morgan and
colleagues [259]. It is probable, given the need for single crystals of
sufficient size, that three-dimensional data will be more dominated by
x-ray [260] or electron scattering [261] data rather than for neutron
scattering data, except for studies of magnetic structure [262]. Because
three-dimensional data have a relatively low maximum value of Q,
inevitably the real-space resolution for three-dimensional models is
lower than for results discussed in this review. For many applications,
this is not a problem, but there is a strong argument in favour of
combining three-dimensional data with one-dimensional data taken to
higher values of Q in order to recover a higher resolution in real space.

Although not yet a sixth trend, we believe that with higher-quality
data it will become increasingly likely that the outputs of the analysis
of the PDF will be used to extract collective properties, namely whole-
configuration properties that are constructed as the Fourier transform
of the set of single-particles variables. That the PDF may contain infor-
mation about the phonon dispersion curves was first proposed by Dimi-
trov et al. [263]. The idea was subsequently challenged [264,265], but
without closing the door on the possibility of extracting information
about collective excitations from PDF data. The question left open con-
cerned the extent of unique information that is contained within the PDF
regarding the excitation spectrum. Goodwin et al. [42,266] explored in
some detail what information can be extracted from phonon dynamics
using multiple configurations of atoms generated by independent RMC
simulations, and compared with calculations of the PDF directly from the
phonon spectra [40]. The point was that if the RMC configurations are
truly reflecting the real distribution of atoms, it is expected that this
distribution is determined by the complete set of normal modes, with
wave vectors determined by the numbers of unit cells in each direction of
the configuration supercell. The eigenvectors and amplitudes of the
normal modes can be obtained as the Fourier transform of the instanta-
neous atomic displacements from their mean positions. Furthermore, the
effective angular frequencies of the normal modes can be obtained as the
mean-square averages of the Fourier components, obtained using many

24 There is no need to make this expensive by covering the full circle with
detectors, since Bragg scattering is relatively strong, and overall measurement
times are quite long due to the solid angle in the forward direction being rela-
tively small.
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independent configurations. The key finding of this study was that it is
possible to extract key information about the normal mode frequencies
from this process up to a certain maximum frequency, within the lattice
dynamics calculations confirming the reduced sensitivity of the PDF to
higher frequency modes [42]. The same authors also showed that it is
possible to use a similar formalism to extract the frequencies of spin
waves in magnetically-ordered crystals [267].

The new approach to modelling the PDF based on fitting the ampli-
tudes of normal modes to the PDF discussed in Section 5.3 [143] effec-
tively builds on the earlier work based on RMC [42,266] – certainly on the
optimism of this work – although this new approach has two important
differences from the RMC approach. The first is that the normal modes are
identified in advance, whereas in the earlier analysis of RMC configura-
tions the normal modes are identified by diagonalisation of a correlation
matrix. The second is that the fitting to the PDF is essentially limited to a
small configuration and hence a small number of wave vectors.

9. Summary

We have attempted to introduce experimental methods based on the
neutron pair distribution function with an eye to giving pertinent infor-
mation for the newcomer to the technique. It has not been our intention
to evangelise for the use of PDF methods, even though we are enthusiasts
for the method and believe that there are many areas of materials physics
and chemistry where PDF-based studies can give unique information.
Instead we have taken the view that the case for using PDF methods has
already been made to the satisfaction of our readers, and therefore our
discussion has focussed on details that prospective users need to know.
These not only include an understanding of aspects of the background
theory and associated terminology, but also some knowledge of experi-
mental methods, methods for treating the experimental data, and
methods for analysis of the PDF. Since our approach is not evangelical,
we have stressed some of the potential pitfalls with the PDF method, and
some of the responsibilities that fall onto the user. These responsibilities
are both in terms of actions and in gaining essential knowledge. Finally
we have given some examples using PDF methods from contemporary
research, with a diversity that we hope highlights the flexibility of the
PDF method.

We are convinced that PDF methods have an important role in
modern research on materials, particularly for materials where there is
disorder and a local structure that is not reflected in the average struc-
ture. We are convinced that in many cases the information that can be
obtained from PDF methods is unique, and worth the investment of the
user into developing some level of expertise. It goes without saying that
we hope that PDF methods are not seen by users as little more than as
having mere decorative value. We hope that the examples we have cited
both in Section 7 and throughout the earlier parts of this review paper
will act to encourage a wider exploitation of PDF methods.

10. Appendix: neutron–nuclei data

10.1. Values of the neutron scattering lengths

Data for the neutron scattering lengths for all stable elements from
hydrogen to uranium [120] are shown for natural isotopic abundances in
Fig. 20. A number of points should be noted from this figure.

First is that in contrast to x-ray atomic scattering factors, the neutron
scattering lengths do not vary systematically with atomic number. This
has some advantages compared to x-ray scattering. For example, light
elements scatter neutrons to a similar extent as heavy elements. In x-ray
scattering from an oxide composed of heavy elements, the scattering
from oxygen will be much less than from the heavy cations, meaning that
the data are much less sensitive to the spatial arrangement of oxygen
atoms. Similarly, in any study of organic and hybrid metal-organic ma-
terials using x-ray methods, hydrogen is almost invisible to the x-rays,
particularly if there are heavy elements present. Hydrogenwith a neutron

scattering length of �3.74 fm, or deuterium with a neutron scattering
length of 6.67 fm, have comparable visibility in neutron scattering as
carbon or nitrogen (neutron scattering lengths of 6.65 fm and 9.36 fm
respectively). Zinc, which is a common element in metal-oganic frame-
works, has neutron scattering length of 5.68 fm, comparable with the
values for deuterium, carbon and nitrogen, whereas its x-ray scattering
factor is 5 times larger than for carbon and 30 times larger than for
hydrogen.

Second is that some elements have negative values of their neutron
scattering length. This is associated with a 180� phase change in the
neutron wave function as it is scattered by the nucleus compared to the
case of positive scattering length. The cases are H, Li, Ti and Mn. The
negative value of the scattering length provides a very useful contrast
with elements of positive value.

Third is the near constancy of the values of the neutron scattering
length for atomic numbers 30–60. By contrast, over this range the x-ray
scattering factors will increase by a factor of 2. This makes it impossible
to distinguish between these elements in a neutron scattering experi-
ment, and is why it can be useful to perform complementary neutron and
x-ray PDF measurements within a single study.

Fourth is the near-zero value of the neutron scattering length for va-
nadium. This makes vanadium an ideal material for making sample cans
for neutron scattering experiments, and also for windows in sample
environment equipment. With reference to the second point we made
here, it is worth noting that for cases where vanadium is not appropriate,
it is possible to make sample containers from an appropriate alloy
mixture of zirconium and titanium such that the average scattering
length is tailored by composition to have a net value of zero.

Fifth is the disappointingly low value of the neutron scattering length
for lithium. Values for the two isotopes 6Li (natural abundance 7.5%) and
7Li (natural abundance 97.5%) are 2.00 and �2.22 fm respectively. These
values are less that half of the values of the metals we might find in many
materials, mainly between 5 and 8 fm, or of oxygen (5.80 fm), which
means that the product b2j for pairs of lithium atoms in equation (18) will
be correspondingly rather smaller than the products bjbk between pairs of
metal atoms or between metal atoms and oxygen atoms. Practically this is
a significant disadvantage in the study of lithium-ion battery materials; the
low atomic number of lithium means that in practice is not much easier to
see than is hydrogen in x-ray PDF measurements.

10.2. The case of hydrogen

We have mentioned that the common 1H isotope of hydrogen (the
proton) has a negative scattering length for coherent scattering, and a
very large cross section for incoherent scattering. Whilst the explanation
is documented elsewhere, in truth the explanation is not easily found in

Fig. 20. Neutron scattering lengths for elements with natural isotopic abun-
dance. Data are from the compilation of Sears [120].
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modern information sources, and it is the experience of the authors that
many PhD candidates who study neutron scattering from systems con-
taining hydrogen do not know why the proton is special. The book of B�ee
[268] gives a good explanation of many aspects of neutron scattering
from hydrogen.

Both the neutron and proton have a nuclear spin of value 1/2. When
the neutron and proton interact (via the strong nuclear force), they can
form two states with respect to their total spin moment, namely both
aligned in the parallel (↑↑) state with total nuclear spin I¼ 1, and anti-
parallel (↑↓) state with total nuclear spin I¼ 0. It is important to realise
that the I¼ 1 state of the deuteron (2H, proton þ neutron) isotope of
hydrogen is stable, but the I¼ 0 state is unstable. Thus the proton can
combine with the neutron (in what is called an absorption process) to
create a deuteron when both spins are in parallel alignment, but will not
combine in the antiparallel alignment. This difference means that the
scattering lengths for the two processes have positive and negative values
respectively. In fact the magnitudes of both are quite large: b↑↑¼ 10.4 fm,
and b↑↓¼�44.7 fm.

The coherent scattering length of any element is formally equal to the
weighted mean of all possible scattering lengths, given that coherent
scattering is sensitive to the average of all states. On the other hand,
incoherent scattering reflects the site-by-site fluctuation in the scattering
process. To calculate the appropriate mean for neutron scattering from
the 1H isotope, we need to take account of the fact that there are three
cases for the I¼ 1 triplet state, namely the projection of spin along the z
axis. These three states are Iz ¼ þ1, 0, �1. Thus the coherent scattering
length for 1H is

bcoh ¼ b ¼ 〈b〉 ¼ ð3b↑↑ þ b↑↓Þ
.
4 (28)

The total cross section is given as σtot¼ 4πhb2i, namely the mean of all
cross sections. The coherent cross section is given as σcoh¼ 4πhbi2. Thus
the incoherent cross section is the variance, namely

σinc ¼ σtot � σcoh ¼ 4π
��
b2
�� hbi2�

¼ 4π
�
3b2↑↑ þ 3b2↑↓ � 6b↑↑b↑↓

��
16

(29)

The values of b↑↑ and b↑↓ give values of bcoh that are close to the standard
value of �3.74 fm [120], and values of σinc that are also close to the
standard value of 80.26 b (1 b is 100 fm2). The point is that the different
combinations of spin states ↑↑ and ↑↓ both have large absolute values of
scattering lengths, but one has positive value and the other negative. The
result is a ‘normal looking’ coherent scattering length obtained as an
average, such that the positive and negative terms large cancel, but in the
incoherent cross section all terms contribute as large and positive. Thus
the incoherent cross section is unusually large.

It is also worth emphasising that for PDF studies incoherent scattering
is best avoided if possible, because this adds to the amount of scattering
that must be subtracted from the measured signal, and thus it will in-
crease the level of noise. For most practical purposes the main isotope of
hydrogen, 1H, is the one example to be aware of, not least since this has
nearly the largest incoherent cross sections of all elements [120]. This
problem can be solved by using deuterated samples, although we
appreciate that in some cases this may be easier said than done. However,
we are aware that inexperienced users, and the people whomake samples
for them, often under-appreciate the benefits of avoiding absorbing
samples and minimising incoherent scattering.25

Having made the point that one of the spin states, ↑↑, leads to the
possibility of a bound state, it is not surprising that the 1H isotope has an
absorption cross section, which whilst not large, is also not small
(0.333 b). It is large enough to have made natural water unusable as a
neutron moderator in the first attempts to build a working nuclear fission
reactor in the 1940s.

10.3. Some absorbing elements

Most atomic nuclei scatter neutrons without significant absorption (or
at least with tolerable levels of absorption), but some nuclei absorb
neutrons at the energies used in scattering experiments to a significant
degree. This may be considered to be both a disadvantage and an
advantage.

Absorption is obviously a disadvantage if it is strong for one of the
elements in the object of our scientific interest. For example, 6Li has an
absorption cross section σa¼ 940 b,26 whereas the corresponding value
for 7Li is only 0.054 b. Although 6Li is the minority component of natural
lithium, it still gives an average value of σa¼ 70.5 b. Although it is not
very high compared to some numbers we will quote below, it is still
sufficiently large to make it highly desirable to use samples that are
depleted of 6Li (the examples we will quote below are for very-highly-
absorbing materials). We already mentioned in one of our examples,
Section 7.6, the use of isotopically pure samples where the natural ma-
terial has too high a value of σa.

Three elements are particularly interesting with regards to the advan-
tages found for their neutronabsorption: natural boronwith σa¼ 767 b (10B
at 20%, abundance has σa¼ 3835 b), natural cadmium with σa¼ 2520 b
(113Cd at 12.2%, abundance has σa¼ 20600 b), and natural gadolinium
withσa¼ 49700 b (155Gdat 14.8%,abundancehasσa¼ 61100 b, and157Gd
at 15.7%, abundance has σa¼ 259000 b). These large absorption cross
sections means that these materials are excellent for applications in
shielding. For example, coating the inside surfaces of instruments with B4C
significantly reduces unwanted stray scattering of neutrons within the in-
strument. In applications without significant heating, cadmium, which is
ductile and hence easily shaped, is good for shielding components of the
sample environment from unwanted scattering. For higher-temperature
applications, the more-expensive gadolinium can be used for the same
purpose, whether in the form of foil or paint.

The fact that some nuclei absorb neutrons is also central to the
detection of neutrons, something that is absolutely essential for the
possibility of performing neutron scattering experiments. Early neutron
scattering experiments made use of BF3 gas in proportional counters,
which uses the nuclear reaction

B þ n→ 4Heþ 7Li þ 2:31MeV

The energy released is shared by the two recoiling nuclei, which generate
an electrical pulse that can be measured. It is now more common to use
3He as the detecting nucleus, with σa¼ 5333 b. The nuclear reaction in
this case is

He þ n→ 1Hþ 3H þ 764 keV

3He detectors have more sensitivity than 10BF3 detectors, and need a
lower operating voltage. However, 10BF3 detectors have better discrim-
ination of neutrons in the presence of γ-radiation.

3He detectors have become expensive, mostly because 3He is pro-
duced as a decay product of tritium, 3H, and much less tritium is being
produced now following reductions in the development of nuclear
weapons. One common alternative is to use 6Li embedded in a semi-
conductor in what is called a scintillator detector. The nuclear reaction is

Li þ n→ 4Heþ 3H þ 4:78MeV

25 We could have also pointed out earlier – but here is as good as anywhere –

that inexperienced users also often under-appreciate the benefits of having large
sizes of samples. A typical sample can might be up to 1 cm in diameter and 2 cm
long, meaning a sample volume of 1.5 cm3 is ideal. Smaller samples mean longer
counting times for the same level of accuracy, and because background scat-
tering is a higher proportion of the total signal the statistical accuracy is
reduced. 26 1 b¼ 100 fm.2.
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The recoiling nuclei generate a flash of light within the semiconductor as
a result of their interaction with the electrons, and the detected flash of
light gives the detection of the neutron.

Use of figures from other papers

Figs. 14, 16, 18 and 19 are reproduced from other publications under
the terms of the Creative Commons Licence, details are which are
available onlne. Fig. 14 is from the paper by Hammond et al. [223], and
has been constructed here as a composite of Figs. 4 and 7 from the
original source. Fig. 16 is from the paper by Andersen et al. [229] and is
used without modification. Figs. 18 and 19 are from the paper of Coates
et al. [243]. Fig. 18 is used without modification. Fig. 19 has had one set
of data removed because the information is not used in this paper. We
also modified one axis label. Fig. 11 is from the paper by Bo�zin et al.
[138] and is used by permission of the American Physical Society. Fig. 4
is used with permission of ISIS/STFC. All other figures are either created
for this paper, or else are taken from our own work [20,171], or from
papers from this publisher [90].
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